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Abstract
In this paper, a pen-based 3D hand gesture dataset and recognition method using ultrasonic 
positioning and inertial data is proposed. First, considering that 3D hand gestures have six 
degrees of freedom, a 3D hand gesture dataset based on trajectory shape attributes, motion 
direction attributes and pen attitude attributes is proposed. Then, each attribute of the ges-
ture is processed according to its priority, and the corresponding data channel and rec-
ognition method are selected to determine the 3D hand gesture label. Finally, experimen-
tal verification is conducted using a 3D multi-channel pen-like interactive device. For a 
10-gesture set, the gesture recognition rates achieved ranged from 86.5–99.5%, depending 
on whether a single or multiple templates and thresholds are used. The results show that 
the 3D hand gesture recognition method proposed in this paper can recognize pen-based 
gestures effectively and solve the problem of traditional gesture recognition methods not 
being able to recognize 3D hand gestures containing multiple attributes.

Keywords  Human–computer interaction · 3D hand gesture recognition · 3D positioning · 
3D pen-like interaction · Inertial sensor · Multichannel interaction

1  Introduction

With the development of computer technology, the usability of commercial human–com-
puter interactions (HCI) has improved considerably over the past decades. An enormous 
amount of research effort goes into this area to answer an increasingly complexity of inter-
active scenes [26]. Hand gesture gives a natural, non-verbal form of communication that 
can replace or reinforce other communication modalities such as speech or writing. Com-
paring to the classical surface contacting hand gesture, i.e., keyboard and mouse, three-
dimensional hand gesture (3DHG) provide an intuitive expression of intentions of people in 
a more natural and flexible manner. Nowadays, 3DHG interaction has been the mainstream 
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technique for HCI and emerged as a major means of interaction in games, augmented real-
ity (AR), virtual reality (VR) platforms and other related applications [19, 26, 30, 31].

Hand gesture recognition is a challenging problem which have attracted a lot of atten-
tion of investigators. Three basic types of sensors have so far been commonly used for 
sensing hand gesture: multitouch screen sensors, vision-based sensors and mount-based 
sensors [11]. In the first case, touch gestures are identified by keeping track of fingers 
which restricting the diversity of operating command. It is especially suitable for mobile 
devices due to the intuitively contacting between user and devices [27]. Vision-based hand 
gestures recognition usually employs traditional video/image or depth camera combined 
machine learning to capture hand gesture. Many previous works focus on the image infor-
mation such as the shape, color of hand gestures, and yet such information is sensitive 
to illumination and complicated background [1, 5, 7, 14, 17, 20, 21, 32]. Moreover, the 
emergence and rapid development of depth cameras provide a new method solve this task. 
A depth image contains information of the distances of all the pixels from the surface of 
the object to the sensors so that 3D information collection is hardly affected by cluttered 
background or light changing. For instance, Zhu et al. suggested a hand gesture recogni-
tion method based on depth images captured via the Kinetic sensors [33]. A new 3D shape 
descriptor is proposed for extracting the pattern of salient 3D shape features. However, the 
artificial parameters should be preset to make tradeoff between the accuracy and cost. Fur-
thermore, the approaches based on depth images frequently encounter a large amount of 
contour noise caused by fast hand motion. Rotation and global position of hand may result 
in the reduced accuracy of classification algorithm [7].

Meanwhile, a large number of studies concentrate on hand gesture recognition using 
mount-based sensors, i.e., surface electromyography sensors and inertial sensors [24, 25]. 
Pezzuoli et  al. investigated the recognition and classification of 27 dynamic hand ges-
tures by different neural network and machine learning variants. A fairly high classifica-
tion accuracy has been achieved. However, the sensors for data collection are integrated in 
data-glove may lead to the loss of flexibility and comfort level [23]. Embedding an inertial 
sensor, such as accelerometer or gyroscope, in a pen-type input device can accurately cap-
ture the acceleration and angular velocity of hand movement, and be free from the restrict 
of interactive space and hand gestures. Then, the hand gestures can be classified with the 
data retrieved from these sensors. Therefore, the pen-based interaction accumulates inertial 
sensors have been widely exploited in hand gesture recognition [2, 12, 15, 16, 29]. Akan 
[2] implemented a gesture recognition system with a neural network and multi-sensors. A 
mobile phone is used to obtain the 3-axis measurements of the accelerometer, magnetom-
eter, gyroscope and orientation. The performance of their approach in hand gestures rec-
ognition is user-dependent, ranging from 60% to 91.66%. Hsu [15] used an inertial pen 
for English lowercase letter recognition and the Dynamic Time Warping (DTW) algorithm 
was adopted for handwriting recognition. There will be fairly large error when estimat-
ing the position of the pen due to the limitations of single inertial sensor, and this is the 
common problem for the investigations which using a single sensor channel to acquire the 
features of the 3DHGs [3, 4, 13]. Some studies make constraints on the size or position of 
3DHGs and the trajectory of hand gestures should be consistent during interaction as far 
as possible [8, 18]. So that the comfort and naturality of the interaction is restricted to a 
great degree. Actually, a real 3DHG possesses higher degree of freedom in the practical 
operations. The 3DHGs with the same trajectory shape may have different motion direc-
tion or rotational situations in 3D space, which can be endowed with different functions to 
express different intensions [22]. The efficiency and flexibility of HCI will be augmented 
while all these attributes of hand gestures are taken into consideration. However, it is still a 
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great challenge to fulfill high precision for hand gestures recognition with higher degree of 
freedom. Most previous research only focuses on the trajectory shape of hand gestures and 
capture the trajectory feature for the following recognition.

As mentioned above, the accuracy of hand gestures recognition of many studies is high 
enough, but the work considers both multi-channel sensor data and multiple attributes 
of hand gestures is far from complete. For that the main contribution of this paper is to 
fill this gap and the main innovations are: (i) a new 3DHGs dataset based on trajectory 
shape, direction of motion and pen attitude is proposed for captures the comprehensive 
information of 3DHGs; (ii) multi-channel data i.e., acceleration and attitude, are adopted to 
describe 3DHG attributes which is helpful in improving recognition rate.

The rest of this paper is organized as follows. In Sections II, a blend of multiple attrib-
utes, i.e., trajectory shape, movement direction and pen attitude, is used for 3DHGs defini-
tion a 3DHG dataset is defined subsequently. The 3DHG recognition algorithm consists of 
trajectory shape recognition, motion recognition of the pen tip and pen body, and pen atti-
tude recognition is presented in Section III. In Section IV, the detailed experimental pro-
cess is described, followed by the results and conclusion are given in the last two sections.

2 � Multi‑attributes of 3DHGs and dataset

To implement 3D pen-like interaction with multiple features and contain more additional 
information for complex interaction scenarios, 3DHGs must be composed of the trajectory 
shape, the direction of motion, and the pen attitude. These attributes will form the building 
blocks for 3DHGs recognition. On this basis, multi-channel data such as spatial coordi-
nates, acceleration and orientation are fused to describe different attributes of 3DHGs. The 
attributes and 3DHGs dataset are described in more detail in the subsequent chapters.

2.1 � Trajectory shape

For a pen-like interaction, the spatial trajectory of pen in the interactive process is consid-
ered as the trajectory shape of a 3DHGs idiomatically. However, users may encounter the 
memory difficulties if the 3DHGs is impenetrable and complicated, higher learning cost is 
required. Learnable and easy-to-remember hand gestures are more suitable for experimen-
tation. Studies have shown that individuals’ most suitable working memory capacity for 
hand gestures is only 3 to 4 [6]. Therefore, as shown in Fig. 1, three trajectory primitives 
are used in this work, namely the line segment, the circle and the V-shape, which respec-
tively represent line segments, closed geometric figures and polylines. These three primi-
tives refer only to the trajectory shape of the pen in the hand gesture action.

Fig. 1   Schematic diagram of 
primitives
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Moreover, previous studies have made request for keeping the size of the trajectory as 
close as possible to the reference values or the position and rotation of 3DHG should be 
consistent during the collection of hand gesture data. However, it is quite difficult to meet 
the synchronization requirements in practical applications [8, 18]. Actually, the uniqueness 
and exactitude of the interactive intension for a specific 3DHG means that it should be 
immune from the size, position and rotation of trajectory. Therefore, the above-mentioned 
characteristics of trajectories are fully considered in present work. The size, position and 
rotation of trajectories can be transformed arbitrarily for a certain 3DHG which have the 
same interactive intensions. For circle and V primitives, there is also no restriction on the 
spatial orientation.

2.2 � Motion direction

The motion direction of the tip and / or the body for the electronic pen relative to an exter-
nal reference system during the hand gesture action is defined as the direction of motion 
of the 3DHGs. Specifically, the motion direction of the pen tip is relative to the reference 
coordinate system in 3D space, where X, Y, and Z are the axes of the reference coordinate 
system, shown in Fig. 2. Meanwhile, as can be seen in Fig. 3, the coordinate axes X1, Y1, 
Z1 of the three-axis acceleration sensor in the pen are used as the reference coordinate 
system for the motion of the pen’s body. Therefore, motion direction of the pen body is 
affected by the orientation of the pen. With this treatment, the corresponding relationship 
between the movement of pen tip and pen body during interaction can be obtained and it 
can give a more precise description for 3DHGs. It enables us to hold a pen in a more flex-
ible way and can also expand the diversity of interactive intensions.

In the present work, for a gesture trajectory consisting of a line segment, 6 different 
motion directions for pen tip and pen body along the axes of corresponding reference 
frame have been defined, respectively. The different combination of motion directions of 
pen tip and pen body can express different intentions in interactive process. For simplify, 
the motion direction of pen tip and pen body are not considered in circular and V-shaped 
trajectory gestures.

Fig. 2   Reference frame for the 
direction of motion of the pen tip
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2.3 � Pen Attitude

The pen attitude during different hand gestures is a feature of the basic interactive inten-
tion expressed by the trajectory’s morphological attributes. Due to the characteristics of 
the gesture trajectory, during line-segment gestures the general pen attitude remains rela-
tively unchanged as the action is performed. If the relative attitude of the pen changes, the 
trajectory shape obtained is a polyline or a curve. For circular and V-shaped gestures, two 
possible pen attitudes are defined to complete these gestures. One is to maintain the pen 
body fixed and complete the hand gesture through translation; the other is to complete the 
gesture by rotating the wrist and the pen body, as shown in Fig. 4.

2.4 � 3D hand gesture dataset

Based on aforementioned attributes, ten typical hand gestures for 3D pen-like interactions 
are defined and summarized in Table 1. The gestures corresponding to labels 1 and 3 are 
shown schematically in Fig. 5, where the green arrow and the red arrow indicate the motion 
direction of the pen tip and pen body, respectively. The combination of motion direction 
of pen tip and pen body are considered in line segment and pen attitude is considered in 
circular and V-shaped gestures. Moreover, the 3D position coordinate sequence is used to 

Fig. 3   Reference frame for the 
motion of the pen body

Fig. 4   Schematic diagram of pen body translation and rotation in 3D space
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illuminate the pen movement trajectory during the interactive process. The quaternions are 
utilized to calculate and characterize the information contained in the pen’s attitude.

3 � 3D hand gesture recognition

The 3DHG attributes are assessed according to their priority and the appropriate data 
channel was determined based on the assessment. The trajectory shape is the basic 
attribute of all 3DHGs, so it is analyzed first. The recognition will be completed accord-
ing to the motion direction or pen attitude subsequently. This detail process of 3DHGs 
recognition is shown schematically in Fig. 6.

Fig. 5   Schematic diagram of motion direction of pen tip and pen body for hand gestures (a) label 1, (b) 
label 3

Fig. 6   Schematic diagram of 3DHGs recognition method
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3.1 � Trajectory shape recognition

A trajectory encoding based on the normalized center distance is used to characterize 
the morphological characteristics of the 3DHGs trajectory. A 3D coordinate sequence is 
required and then the corresponding normalized center distance coding sequence will be 
obtained subsequently. This method can simultaneously satisfy the requirement of that 
change of the size, position and rotation of trajectory have no influence on the 3DHGs rec-
ognition. The specific process of the trajectory recognition is as follows:

The invalid data are removed at pre-processing process and then the non-resampled 3D 
coordinate sequence of the pen tip is used to calculate the 3D coordinates of the center of 
trajectory cc = (xc + yc + zc),

where ci is the 3D position coordinates of the pen tip for the ith sample and M is the 
sequence length. The coding sequence d[m] = d1, d2,… dM is then obtained by calculating 
the Euclidean distance from each set of position coordinates ci to the trajectory center cc. 
The coding sequence is invariant to translational motion and rotation obviously. Then, the 
linear distances between two adjacent points are summed to obtain the full length of the 
trajectory and normalize the coding sequence of the trajectory center distance d[m]. In this 
manner, the normalized trajectory center distance coding sequence can be calculated by 
s[m] = 1∕L × d[m] . Therefore, the size of the trajectories will not affect the recognition of 
3DHGs.

In practical interaction scenarios, the interaction duration of different gestures is usually 
inconsistent, and it may result in different code sequence lengths for each sample. In the 
present work, DTW is used for identifying the coding sequences of samples by measuring 
the similarity between different time sequences [15]. Template sequences corresponding 
to different trajectory shapes are compared to the sample sequence, and the template label 
with the smallest distance is the recognition outcome for this particular sample. The spe-
cific steps for creating the template sequence are as follows:

	 (i)	 In a preliminary experiment, participant i collects p sets of different trajectories. The 
lengths of the coding sequences are l1, l2, …, lp, respectively. Then, the total length 
of the template sequence for the participant is:

	 (ii)	 In multiple templates and thresholds (MTT) experiment with q participants, every 
participant generates a corresponding template length Li (i = 1, 2, …, q), while an 
average template length Lave is used for gesture recognition in single template and 
threshold (STT) experiments:

	 (iii)	 The normalized coding template sequences of the trajectory center distances for 
the line segment, circular and shape trajectories are obtained based on the tem-

(1)cc =
1

M

M∑

i=1

ci

(2)Li =
1

p

p∑

k=1

lk

(3)Lave =
1

q

q∑

k=1

Lk
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plate length and trajectory shapes, which are respectively denoted as T1, T2, T3. 
Then, the encoded sample and template sequences are compared using the DTW. 
The template and sample sequences are denoted as T1 and S, with lengths |T1| and 
|S|, respectively. An optimal warp path for two sequences can be expressed as 
W = w1,w2, ...,wk,max(|T1|, |S|) ≤ K ≤ (|T1| + |S|) , where K is the length of the 
warp path and the kth element of the warp path is wk = (i, j) . The minimal distance 
for the whole warped path is calculated dynamically using:

where Dist(i, j) is the Euclidean distance between T1[i] and S[j].
Then, the shortest warped path distance represents the similarity between the sample 

sequence and the template sequence:

For an encoded sample sequence to be identified, DTW matching is performed with the 
template sequence of the three different trajectories T1, T2, T3, and three warped distances 
D1, D2, D3 are obtained. The trajectory of the sample is matched to the template trajectory 
with the smallest warped distance.

3.2 � Motion direction recognition

The 3D coordinate sequences of the hand trajectory are used to extract the movement of 
pen tip. The angle between the pen tip motion trajectory and each coordinate axis is esti-
mated to identify the pen tip motion direction. The corresponding steps are:

	 (i)	 The 3D coordinate sequence of each sample is divided equally into r intervals and the 
coordinates of the end and start points are subtracted to obtain the direction vector 
v1, v2, …, vk for every interval.

	 (ii)	 Then, the angles between the direction vector and the unit vectors on the X-, Y- and 
Z-axis directions are calculated within a range of [0, π/2]). α, β, γ are defined as the 
average values of the angle relative to each axis. Then, the motion direction of the 
pen tip is determined as being along the axis corresponding to the minimum of (α, 
β, γ). The sign of the difference between an interval’s start and end point coordinates 
denotes the motion direction of trajectory relative to the corresponding positive or 
negative axis direction.

The three-axis acceleration sequence is used to estimate the three-axis movement speed 
of the pen body during the gesture and further used to identify the motion direction of the 
pen body. The velocity component sequence of the electronic pen along the direction axis 
can be calculated using the acceleration sequence along the same axis and the time interval 
between two data points. The mean value of this sequence is the average velocity:

(4)
D(i, j) = Dist(i, j) + min[D(i − 1, j),

D(i, j − 1),D(i − 1, j − 1)]

(5)Dist(i, j) =

√
(T1[i] − S[j])2

(6)D(|T1|, |S|) = argmin(

k∑

t=1

wt(i(t), j(t)))
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where N is the sequence length of hand gesture.
Finally, the motion direction of pen body can be determined by comparing the modes of 

the average speed. The pen moves along the ith axis while i corresponds the axis with maxi-
mum (|vxave|, |vyave|, |vzave|), where |vxave|, |vyave|, |vzave| are the absolute values of the average 
velocity along the X1, Y1, Z1 axes. vave ≥ 0 refers to the pen moving along the axis in the 
positive direction while vave < 0 refers to the negative direction.

3.3 � Pen attitude recognition

The change of the pen attitude may take place during the translation or rotation of the pen 
in a 3DHGs set. The change degree of the pen attitude can be determined by calculating 
the variance of the attitude angle sequence during the gesture.

First, the quaternion is collected using the inertial sensor and further converted into 
an attitude angle. The quaternion corresponding to the hand gesture is expressed as 
q = q0 + q1i + q2j + q3k . The roll angle �i , pitch angle �i and yaw angle �i (Fig. 7) of the 
pen read during the ith sampling period are extracted via the quaternions qi0, qi1, qi2, qi3, 
respectively, using the following relationship:

The roll, pitch and yaw angle sequences for the pen body attitude in the gesture process 
can be represented as �[n] = �1,�2, ...,�N , �[n] = �1, �2, ..., �N and �[n] = �1,�2,… ,�N , 
respectively. Then the variance of the attitude angle sequence in each case is calculated to 
obtain V�,V� ,V� . The algebraic average value of the three angles Vave =

(
V� + V� + V�

)
∕3 

is used to reflect the change degree of the pen attitude during the hand gesture process.
In pre-experiment, the translation and the rotation of the pen are be processed sepa-

rately. The algebraic average angle value of translation and the rotation Vt
ave

,Vr
ave

 are cal-
culated first. Then the sequence of translational and rotational samples is recorded as 
Vt
ave

[i],Vt
ave

[i] , respectively. The average change of the pen attitude for translational and 
rotational samples are denoted as Vt and Vr, which can be yield by Vt(r) =

1

m

m∑
i=1

V
t(i)
ave[i] , where 

(7)vave =
1

N

N∑

i=1

vi

(8)

⎛
⎜
⎜
⎜
⎝

�i

�i

�i

⎞
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
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⎜
⎜
⎜
⎝

arctan
2(qi0qi1 + qi2qi3)

1 − 2(q2
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+ q2
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)
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⎠

Fig. 7   Attitude angle of the 
electronic pen
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m is the number of translational or rotational samples. An appropriate threshold, expressed 
as Vth =

(
Vt + Vr

)
∕2 , is used to distinguish the change of the pen’s attitude. If Vave ≥ Vth , 

the pen body is performing translational motion during the gesture, while if Vave < Vth , the 
pen body is being rotated.

Pen body attitude screening thresholds are also divided into single threshold and mul-
tiple thresholds. Single thresholds are the arithmetic mean value of all experimenters’ 
thresholds, while the latter one will calculate the threshold for each participant according 
to the above-mentioned method.

4 � Experiments

A 3D ultrasonic pen-like interaction device including a host computer and an electronic 
pen was used in the experiment. As shown in Fig. 8, the host included 6 positioning receiv-
ers: R1, R2, …, R6. The serial peripheral interface (SPI) communication protocol was used 

Fig. 8   3DHG interaction devices. 
(a) Host computer; (b) External 
keys of electronic pen, (c) Inter-
nal structure of electronic pen
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for the communication between the controller and receiver. On this basis, the 3D coordi-
nates of the electronic pen can be obtained in real time [9, 10].

6 ultrasonic receivers are placed on the upper and lower edges of a whiteboard on 
the XY-plane (Fig. 8(a)). The detection range of the device was 1.5 m × 4.0 m × 1.5 m, 
and the position accuracy was 2 mm. The electronic pen is composed of an MCU, an 
infrared (IR) driving circuit (driver) and an IR transmitter, an ultrasound (US) driver, a 
Polyvinylidene Fluoride (PVDF) US transmitter, and a 9-axis MPU9250 inertial meas-
urement unit (IMU). The PVDF piezoelectric film was a US transmitter, which emit-
ted the US signals required for positioning. The IR emission tube emitted the reference 
signal for US timing. The wireless communication chip was responsible for the data 
transmission between the electronic pen and the host computer. There are four buttons 
on the electronic pen. In the present work, the start and end of gestures are determined 
by triggering of the KL button (Fig. 8(b)).

Ten dominantly right-handed participants aged 22–25  years conduct a preliminary 
experiment to determine the length of the template sequence used in the DTW algo-
rithm and the pen body attitude thresholds. In MTT experiments, each participant had 
his own template and threshold, while in STT experiments, all participants shared a set 
of template and threshold obtained by averaging pre-experiment values. Each partici-
pant performed 10 types of hand gestures for 20 times in the experimental, respectively. 
The detailed data collection process was conducted as follows.

The pen is powered on and the initial attitude was determined at the initial stage of the 
experiment. The participant holds the electronic pen in a normal holding position and then 
the participant pressed the KL button on the electronic pen to start a specific hand gesture 
interaction. The Unity 3D platform is used to collect gesture data and store the original data 
of the US and IMU modules. The interactive interface in Unity 3D is shown in Fig. 9. The 
real-time trajectory will show in the interface and can be deleted by clicking the “Clear” 

Fig. 9   Hand gesture data acquisition interactive interface in Unity 3D
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button. Clicking the “Exit” button to exit the data collection process. The output function 
of the Unity 3D environment is used to save the data into a specific location for subsequent 
processing. The gesture completed once the participant releases the KL button.

5 � Results and discussion

The quantity of correctly identified samples of different 3DHGs for each participant is sum-
marized in Table  2–3. The recognition rate of each 3DHG label refers to the percentage 
of correctly identified samples corresponding to that label for this specific experiment. A 
comparison of the recognition rates for each hand gesture in STT and MTT experiments is 
shown in Fig. 10. It can be found that all the recognition rates of different 3DHGs are larger 
than 94%. Correspondingly, the recognition rates for different 3DHGs in STT experiment 
are all reduced to a different extend. Labels 8 and 9 had the greatest decrease in recognition 
rate (7.5% each), while labels 3 and 6 had the least decline in recognition rates (4%).

The relatively lower recognition rate of STT experiment can be ascribed to a common 
template and threshold is shared in the recognition process for all participants. The hand 
gestures will differ slightly between different participants so that a shared template and 
threshold may affect the recognition of a specific hand gesture. Moreover, the recognition 
rates of labels 9 and 10 are fairly low in both MTT and STT experiments. The most essential 

Table 2   Number of correct 
recognitions of each label for 
different participants in MTT 
experiments

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10

Num 1 20 20 19 20 20 17 20 20 19 20
Num 2 20 20 17 20 20 20 20 20 19 18
Num 3 19 20 20 20 20 17 20 20 20 20
Num 4 20 20 20 19 20 18 20 20 20 18
Num 5 20 20 20 20 17 20 20 19 16 20
Num 6 20 20 16 17 20 16 20 20 19 20
Num 7 20 20 20 16 17 20 20 20 20 19
Num 8 19 20 20 20 20 20 18 17 20 20
Num 9 20 19 20 20 20 20 20 20 18 20
Num 10 19 20 20 20 20 20 20 20 17 18

Table 3   Number of correct 
recognitions of each label for 
different participants in STT 
experiments

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10

Num 1 19 20 18 16 20 17 20 17 16 19
Num 2 18 19 16 17 20 20 20 17 18 17
Num 3 20 18 20 17 19 20 17 16 20 18
Num 4 19 18 20 20 16 17 17 20 19 18
Num 5 20 19 20 20 20 18 20 17 18 20
Num 6 19 20 18 16 17 18 20 18 17 19
Num 7 16 16 17 18 17 16 16 20 14 19
Num 8 20 18 19 20 18 16 17 19 16 16
Num 9 19 20 20 18 17 20 20 18 18 18
Num 10 18 20 16 17 18 19 20 20 17 18
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reason for this phenomenon is that there is no fixed starting or ending point for the opened 
v-shaped trajectories while there exist an inflection point. Therefore, v-shape hand gestures 
performed by different participants may vary greatly due to their writing habits and thus 
these gestures are more easily to be confused. The results indicate that different templates 
and thresholds should be used for different participants and the templates and thresholds for 
each user should be collected and stored in a personal account during the system’s first use. 
This means that a commercial application of the technology could potentially require a brief 
calibration period for a new user. Furthermore, labels 7 and 8 have high recognition accu-
racy mainly because circle trajectories are more distinctive than other gestures.

The participant recognition rate refers to the percentage of correctly identified ges-
ture samples compared to the total number of samples for each participant. The statistical 
results of the participant recognition rates for both experiment types are shown in Fig. 11. 
It is evident that there is no significant difference between the recognition rate of different 
participants in the MTT experiment. Meanwhile, in the STT experiment, the recognition 
rates of participants 7 and 8 are fairly low compared to that of the participants, which can 
be attributed to the different inter-participant dexterity levels.

Moreover, the proposed method is compared with other methods which have similar 
gesture sets. For instance, Ji et al. [16] have proposed a hand gesture recognition algorithm 
with 3-axis accelerometer sensor. The preprocessed 3-axis waveforms from accelerometer 
are directly used as the input features and a fast dynamic time warping (FastDTW) is used 
as the recognizer. A fairly large gesture library has been proposed, but there are restricts on 
the rotation of hand gestures. However, the uncertainty of the dataset collected by a single 
inertial sensor may result in the decrease stability of the recognition rate for different hand 
gestures. Integration of multiple sensors for capturing different information of 3DHGs pro-
vide a good solution for this issue and this method is also adopted in present work. Moreo-
ver, there is no restraints on the rotation of hand gestures in present work that benefited 
from the comprehensive consideration of the rotation of the pen attitude.

Several previous studies also adopted multiple sensors to capturing the features in hand 
gestures, but the combination of different sensor may also affect the recognition of 3DHGs. 

Fig. 10   Comparison of label recognition rates
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For example, the orientation sensor in Akan’ s work is a virtual sensor which processes the 
data acquired from the remaining sensors, and the sampling rate of the orientation sensor 
will decrease slightly [2]. Moreover, the wearable and large-scale device may also decrease 
the flexibility and comfort of hand gesture interaction. The fusion of ultrasonic positioning 
and IMU data obtained by a pen-like device can overcome such drawback.

The comparison of the performance of proposed methodology and other state-of-the-
art approaches in 3DHGs recognition is shown in Table 4. It seems obvious that the pro-
posed 3DHGs recognition method with multiple templates and thresholds gives a higher 
recognition rate than previous work for the same hand gestures. Moreover, there is a bet-
ter stability of recognition rate for 3DHGs of our proposed method. The rationality and 
effectiveness of the proposed recognition method for the 3DHGs are proved experimen-
tally. The satisfactory performance of the method proposed in this work can be attributed 

Fig. 11   Comparison of the 
experiment recognition rates in 
STT and MTT experiments

Table 4   Recognition rates of 3DHGs in different works and present work

Trajectory shape Motional direction Related work Present work

[16] [2] [28] [32] [1] MTT STT

Line Moving up 80% - - 89.2% 94% 98.5% 94%
Moving down 100% - - 91.9% 93% 98.5% 94%
Moving left 90% - 96% 96.0% 95% 96% 91%
Moving right 100% - 84% 95.5% 95% 96% 92%

Circle Clockwise 80% 66.6% 100% - - 99% 92.3%
Anticlockwise - 100% - - -

V-shape Random 100% - - - - 94.5% 88.5%
Average 91.7% 83.3% 93.3% 93.3% 94.3% 97.1% 92.0%
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to the comprehensive consideration of the attributes of 3DHGs and the multi-channel data 
are utilized in recognition process. Moreover, the MTT approach adopted in this work was 
specifically developed taking into consideration the different habits of participants, which 
is another crucial factor for the proposed method’s high accuracy.

6 � Conclusion

In this paper, a 3DHGs dataset for pen-based interaction is proposed based on the pen tra-
jectory shape, motion direction, and pen attitude. All these attributes are considered in hand 
gestures recognition to give a more precision description of 3DHGs which can expands the 
system’s interaction recognition capabilities remarkably. On this basis, a 3DHG primitive 
set was established. Then, a 3DHG recognition method based on ultrasonic positioning and 
inertial data is proposed, which involves first the identification of the trajectory shape, and 
then the motion direction and the pen body orientation according to a feature priority order 
for determining the hand gesture label.

Using the hardware of a 3D pen-based interactive device, a 3DHGs interaction scene 
and a data collection environment are established in Unity 3D software and further used to 
verify the effectiveness of the proposed method. STT and MTT experiment are performed 
according to the number of thresholds and template. The experimental results show that the 
3DHGs recognition using the proposed method can achieve the accuracy of 99.5%. Multi-
channel data and multiple attributes show a great advantage in 3DHGs recognition which 
have not been studied before. The method proposed in this article allows the combination 
of specific interaction scenarios in daily life and the assignment of different interaction 
intentions to the same gestures, which has broad application prospects. However, the ges-
tures library of present work is not copious enough and this will be improved continuously 
in future work. Moreover, the research work will focus on developing an improved algo-
rithm for dynamic hand gesture recognition. In addition, the on-line learning or incremen-
tal learning to will be considered in our method for unknown hand gestures.
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