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Motion Compensation in Six Degrees of Freedom
for a MIMO Radar Mounted on a Hovering UAV

Philipp Stockel, Patrick Wallrath, Reinhold Herschel, Nils Pohl

Abstract

This paper deals with the motion of a hovering UAV with six degrees of freedom. The effects of the motion on the measured
signal of a MIMO radar mounted underneath the UAV are analyzed. For each degree of freedom, namely the translation in x-, y-
and z-direction as well as the rotation around x-, y- and z-axis, an algorithm is proposed to compensate the considered motion.
The effectiveness of the proposed algorithms is demonstrated by measuring validated vital signs independent of the current UAV
motion.
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measurement unit (IMU)

I. INTRODUCTION

FOR critical scenarios in civil or military context in which
missing people should be detected but the involvement of

humans is dangerous, unmanned aerial vehicles (UAV) offer
promising possibilities. In this context, the use of a Mul-
tiple Input Multiple Output (MIMO) radar system mounted
underneath a UAV enables the localization of humans and
furthermore the evaluation of their vital signs. Unfortunately,
the motion of the UAV interferes with the motion of the targets.
This makes the direct detection of dynamic targets as well
as the evaluation of their motion impossible. Therefore, the
motion of the UAV has to be compensated.

There are already different approaches to compensate the
vertical motion of the UAV. They are based on measuring
the distance to the floor with an additional measuring system
[1][2] or by evaluating the voxel with the strongest reflection
for a MIMO radar [3]. These approaches will be problematic
if the target lies directly in the focus of the radar system. In
all the mentioned publications the compensation of horizontal
vibrations as well as the compensation of rotations around the
three axes is not considered at all.

In this paper, we analyze the effects of the motion in six
degrees of freedom namely the translation in x-, y- and z-
direction as well as the rotation around the x-, y- and z-
axis. We focus on the hovering scenario, which means that
the translational motions are limited to vibrations. Further-
more, we propose algorithms to compensate the effects of the
six motions. Therefore, we use information measured by an
Inertial Measurement Unit (IMU) mounted on the UAV as
well as information measured by the radar itself. We start
by introducing the scenario, the radar system and the IMU.
Then, the different motions are analyzed one by one and the
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corresponding compensation techniques are proposed. Finally,
we show our measured results.

II. SCENARIO DESCRIPTION

The basic scenario consists of a UAV equipped with a
MIMO radar and an IMU. We assume that the approximate
position of the human target is known, so that the UAV
can fly to the coarse position of the target and hover there.
Locating the approximate position can be done with the radar
itself or with other sensors, but that is beyond the scope of
this publication [4]. While hovering, the system tries to find
the exact position of the person. To ensure that the person
is detectable in the radar data, the considered azimuth and
elevation angles are restricted to values smaller than ±40◦.
After locating a person, their motion and the vital signs are
extracted. To enable this, the motion of the UAV has to be
minimal. Since it is impossible to ensure the immobility of the
radar by mechanical techniques or by regulating the rotors, we
have to compensate the motion by signal processing. For the
remainder of this publication, the z-axis represents the vertical
axis going directly through the center of the radar antenna
topology and the UAV. Consequently, the x- and y-axis form
the horizontal plane.

A. Radar Signal Processing

The virtual array of the used FMCW1 MIMO radar should
be two-dimensional so that both the azimuth angle and the
elevation angle of a target can be evaluated. The radar signal
g(mchirp,mx,my, t) describes the mth

chirp chirp sample of the
antenna element with the index (mx,my) in the virtual array
belonging to the frame with time index t, where mchirp =
1, ...,Mchirp, mx = 1, ...,Mx, my = 1, ...,My and t = 0, ..., T .
If we calculate the Fourier transform in the first dimension
or more precisely over the samples of the chirps, we will
get G(r,mx,my, t). The variable r describes the range the
signal is corresponding to. If also the Fourier transform in
the second and third dimension is calculated, it will result

1Frequency modulated continuous wave
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in f(r,Φ,Θ, t) where Φ and Θ define the azimuth and the
elevation angle from which the signal f(r,Φ,Θ, t) is coming
[5]. One element f(r,Φ,Θ, t) is also called voxel because
the signal corresponds to a specified position in the three-
dimensional space. The evaluation of the signal from a target
located in the voxel (rh,Φh,Θh) over time results in the slow
time signal

s(t) = f(rh,Φh,Θh, t) = a(t) exp(i · ϕ(t)), (1)

where a(t) is the amplitude of the complex signal and ϕ(t)
the phase [6].

If we look at a representation of all samples in the first
two dimensions of f(r,Φ,Θ, t), or rather all samples in
range and azimuth for a given elevation angle and time
step, we will call this in the following Range-Azimuth (RA)
map. Similarly, the same depiction for the first and third or
second and third dimension is called Range-Elevation (RE) or
Azimuth-Elevation (AE) map, respectively. The calculation of
the Doppler velocities by executing the Fourier transform over
the time steps results in F (r,Φ,Θ, v). If we depict the first
and the fourth dimension of F (r,Φ,Θ, v), we will obtain the
Range-Doppler (RD) map [7].

B. Processing of the IMU Data

To get information about the motion of the radar system,
we use the data measured by an IMU. The IMU should be
mounted as close to the radar as possible. This ensures that
the radar and the IMU are subjected to the same forces. In
particular, the radar and the IMU should rotate around the
same z-axis. Hence, the optimal position for the IMU would
be directly above the radar.

The IMU contains three accelerometers measuring the ac-
celeration in x-, y- and z-direction and three gyroscopes
measuring the angular velocity in those directions or more
precisely the nick, roll and yaw angular velocity. By combining
the sensors, we can calculate an estimate of the position
and orientation in the three-dimensional space. The sampling
frequency of the IMU should be at least 100 Hz in order to
calculate an accurate position.

To estimate the motion of the radar system using the IMU,
we have to determine the orientation of the system. This is
done by integrating the angular velocities measured by the
gyroscope. The resulting data

ξIMU(t) =

αIMU(t)
βIMUt
γIMU(t)

 (2)

describes the rotation of the IMU around the x-, y- and z-
axis. A common problem with gyroscopes is drift, or rather
a slowly varying bias, which causes a growing error in the
calculated orientation. However, in the hovering scenario, the
average orientation should be constant, so we can suppress the
slowly varying bias with a high-pass filter.

To calculate the position of the IMU, we use the calculated
orientation to remove the rotation from the acceleration data.
Then, we can calculate the average acceleration in the vertical
direction and subtract it from the z-component of the data to

compensate for the gravity. After integrating the acceleration
data twice, we receive the IMU position

pIMU(t) =

xIMU(t)
yIMUt
zIMU(t)

 . (3)

Again, we filter the acceleration data and the resulting position
pIMU(t) in each component with a high-pass filter to ensure
that the calculated vibration has a constant center [8][9].

III. MOTION ANALYSIS AND COMPENSATION STRATEGIES

In this section, we describe the effects of motion in the
different degrees of freedom and propose compensation strate-
gies. For each compensation algorithm, we also describe the
computational complexity.

A. Rotation around x- or y-Axis

If the radar system rotates dβ degree around the y-axis
between two measurements, this will result in a shift in the
Range-Azimuth (RA) map. Consequently, a peak correspond-
ing to a reflection from an angle Φ, which was located at the
spatial frequency

k =
2πdx sin(Φ)

λ
(4)

in the RA map, is now located at

k′ =
2πdx sin(Φ + dβ)

λ
, (5)

where dx is the horizontal distance of the antennas in the
virtual array. This means that after the rotation, the target may
be located in a different voxel, depending on the strength of
the rotation and the resolution of the RA map. For a single
measurement, this shift is not a problem. However, if the
application involves the detection of humans, the shift can
result in blurred peaks in the detector output. Furthermore, the
phase extracted from the detected voxel will contain jumps due
to the fact that the human target was not present in this voxel
in every time step. A rotation around the x-axis has a similar
effect on the elevation of targets. For the sake of simplicity, we
will only describe the compensation for the rotation around the
y-axis, but the compensation for a rotation around the x-axis
can be deduced directly from it [6][10][11].

A possible counter-strategy would be to use shorter integra-
tion intervals for the detector, so that the considered interval
contains only small changes of the rotation angle β. This
approach would increase the computational effort while it
would reduce the signal-to-noise ratio (SNR) of the detector.
Moreover, there could still be fast changes of the orientation
for which the interval length is too large to prevent all voxel
jumps. To solve this problem without limiting the integration
interval of the detector, we propose an approach using the
gyroscope data measured by the IMU.

To clarify the effect of the rotation, we can analyze the error
of the location in the azimuth map resulting from the rotation.
The location of a target in the azimuth map at an angle Φ
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after the rotation is compared with the original location of the
target using

ϵrot =

∣∣∣∣12 (sin(Φ)− sin(Φ + dβ))
∣∣∣∣

=

∣∣∣∣12 (sin(Φ)− (sin(Φ) cos(dβ) + cos(Φ) sin(dβ)))
∣∣∣∣

=

∣∣∣∣12 (sin(Φ) (1− cos(dβ))− cos(Φ) sin(dβ))
∣∣∣∣ . (6)

For the sake of simplicity, we set dx = λ
2 . If we assume the

maximal rotation between two measurements is 20◦, we can
use (1−cos(dβ)) < 0.06 to simplify equation (6). This results
in

ϵrot ≈
∣∣∣∣−1

2
cos(Φ) sin(dβ)

∣∣∣∣ , (7)

showing that the error is high for small angles Φ and low
for large angles. Regarding the application, this behavior is
quite unsuitable while the inverse properties, more precisely
low errors for small angles Φ and high errors for large angles,
would be suitable for the application. The error with inverse
properties can be described with

ϵrot ≈
∣∣∣∣12 (1− cos(Φ)) sin(dβ))

∣∣∣∣ . (8)

If we reverse the neglect of the term sin(Φ) (1− cos(dβ)), it
will follow

ϵrot =

∣∣∣∣12 (sin(Φ) (1− cos(dβ)) + sin(dβ) (1− cos(Φ)))

∣∣∣∣
=

∣∣∣∣12(sin(Φ)− sin(Φ) cos(dβ)

− cos(Φ) sin(dβ) + sin(dβ))
∣∣∣∣

=

∣∣∣∣12 (sin(Φ)− (sin(Φ + dβ)− sin(dβ)))
∣∣∣∣ . (9)

This means that we can compensate the rotation for smaller
angles Φ by shifting the peak in the azimuth domain with

dk = −2πdx sin(dβ)
λ

. (10)

The azimuth map is calculated by taking the Fourier transform
over the signals of the different antennas in the spatial domain.
A shift by dk in the azimuth domain can be represented as
the multiplication

G′(r, x) = G(r, x) · exp(i · 2π · dk · x) (11)

in the spatial domain, where i is the imaginary unit with i =√
−1, x is the x-component of the antenna position in the

virtual array, and G(r, x) is the signal in range r and antenna
position x after applying the Fourier transform in the range
domain. The error with and without compensation is shown
in figure 1.

Due to the fact that the true rotation angle β(t) at time t
is unknown, we need to use the the rotation angle calculated
from the IMU data βIMU(t) to compensate the rotation. If the

Fig. 1. Depiction of the error induced by the rotation around the y-axis with
and without compensation.

IMU data contains a measurement error e = dβIMU − dβ, the
effect of this measurement error can be calculated with

ϵIMU =

∣∣∣∣12(sin(Φ)− (sin(Φ + dβ)− sin(dβ)))

−1

2
(sin(Φ)− (sin(Φ + dβ)− sin(dβIMU)))

∣∣∣∣
=

∣∣∣∣12(sin(dβ)− sin(dβ + e)))

∣∣∣∣
=

∣∣∣∣12(sin(dβ)− sin(dβ) cos(e)− cos(dβ) sin(e))
∣∣∣∣

=

∣∣∣∣12(sin(dβ)(1− cos(e))− cos(dβ) sin(e))
∣∣∣∣ . (12)

Assuming the measurement error e is way smaller than dβ,
(1− cos(e)) ≈ 0 can be used to simplify equation (12) to

ϵIMU ≈
∣∣∣∣−1

2
cos(dβ) sin(e)

∣∣∣∣ . (13)

Using the linearity of the sine-function around zero and the
assumption that the rotation angles are smaller 20◦, this can
be approximated to

ϵIMU ≈ 1

2
e . (14)

This means that the measurement error e adds a linear term,
depending only on the measurement error e, to the location
error. Consequently, the location error after compensating the
rotation with the IMU data can be approximated with

ϵ ≈
∣∣∣∣12((1− cos(Φ)) sin(dβ)− e)

∣∣∣∣ (15)

After compensation, the peak corresponding to an object
should be in the same azimuth bin of the RA map as the peak
of the object without rotation would be. If the FFT in the
azimuth direction uses nΦ = 16 points, the maximal error

Fig. 2. Depiction of the error resulting from the inaccurate rotation angle
calculated from the IMU data for a positive (blue) and negative (red) error of
the estimated rotation angle
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allowed after the compensation is ϵmax = 1/nΦ = 0.0625.
For a rotation of 20◦ and a relative error of 10 % the resulting
error depending on the angle Φ is depicted in figure 2. It
is easy to see that for all angles Φ smaller than ±40◦ this
restriction is fulfilled. If the magnitude of dβIMU is larger
than dβ, the restriction will be fulfilled even for all angles
Φ smaller than ±60◦. As shown in equation (11), the com-
pensation only involves an element wise multiplication with
a complex factor. Therefore, the computational complexity of
the compensation for one time step t is only depending on
the size of G(r,mx,my, t) or more precisely the number of
antennas in the virtual array and the number of range bins.

B. Rotation around z-Axis

The effect of a rotation around the z-axis on the radar signal
depends on the azimuth and elevation angle of the object
reflecting the signal. For objects in the center of the azimuth-
elevation (AE) map, a rotation around the z-axis has barely
an effect because they are also in the center of the rotation.
In reference to the considered application, this means that the
rotation has almost no effect on the reflection from the ground.
For objects with larger azimuth or elevation angles, the rotation
results in a displacement in the AE map. There are already
some investigations and compensations techniques regarding
rotations of radar systems [10][12][13], but they are not really
applicable for a MIMO radar mounted underneath a UAV.

Since the rotation around the z-axis results in a rotated
virtual array, we need to find the signals that would have
been received by the antennas at the original positions without
rotation. The signal G(r,mx,my, t) is received by the antenna
element (mx,my). We can describe its position with the vector

b(mx,my, t) =
(
x(mx, t) y(my, t)

)T
. (16)

With γIMU(t) as the rotation angle around the z-axis calculated
from the IMU data, we can calculate a rotated version of the
virtual antenna position

b(mx,my, t)
′ =

(
x(mx, t)

′

y(my, t)
′

)
=

(
x(mx, t)
y(my, t)

)
·
(
cos(−γIMU(t)) − sin(−γIMU(t))
sin(−γIMU(t)) cos(−γIMU(t))

)
.

(17)

The positions b(kx, ky, t)
′ can be used to interpolate the

expected signals at the antenna positions without rotation.
As interpolation method we use the bilinear interpolation
which calculates the interpolation value by looking at a 2× 2
environment of the considered point. For each antenna element
(mx,my), we first need to find the elements belonging to the
2 × 2 environment. Therefore, every possible x-value of the
non-rotated antenna positions x(ix, t) with ix = 1, ...,Mx is
compared with the x-value of the currently considered rotated
antenna position x(mx, t)

′. The values with the smallest ab-
solute difference are then defined as x1 and x2. Similarly,
we define y1 and y2 by comparing the y-values. The four
antenna positions {(x1, y1), (x1, y2), (x2, y1), (x2, y2)} build
a rectangle. With the weighted mean

G(r,mx,my, t)
′ = w11 ·G(r, x1, y1, t) + w12 ·G(r, x1, y2, t)

+ w21 ·G(r, x2, y1, t) + w22 ·G(r, x2, y2, t) (18)

and the coefficients
w11

w12

w21

w22

 =


1 1 1 1
x1 x1 x2 x2
y1 y2 y1 y2
x1y1 x1y2 x2y1 x2y2


−1 

1
x′

y′

x′y′

 (19)

the rotated signal can be calculated [14]. Here x′ and y′ de-
scribe the rotated antenna position of the currently interpolated
element. If this is done for all antenna elements (mx,my) and
range indices r at one time step t, the signals can be used to
compute the approximate non-rotated voxels at this time step.

The accuracy of the compensation depends on the accuracy
of the rotation angle γIMU(t) measured by the IMU. Since
rotations around the z-axis have barely an effect on signals
reflected from small azimuth and elevation angles, and since
the resolution in the azimuth-elevation domain is quite low
for angles larger than 15◦, only rotations larger than 20◦

have a significant effect on the measured data while rotations
smaller than 20◦ are barely noticeable. Therefore, errors of
the estimated rotation angle γIMU(t) have also no effect on
the compensated data as long as they are smaller than 20◦.

Compared to the compensation of the rotation around the
x- or y-axis, the computational complexity of compensating
for rotations around the z-axis is much higher. First, the
points in the virtual array have to be rotated using the matrix
multiplication described in equation (17). Then, for each
rotated point the nearest points in the virtual array without
rotation have to be located. For an equidistant virtual array
with the distance dant between the antenna elements, this can
be done by scaling the rotated points with 1

dant
and using floor

and ceil operators. Afterwards, the weights can be calculated
using the matrix multiplication in equation (19). The points x1,
x2, y1 and y2 as well as the weights differ for the different
virtual antenna elements but are the same for all corresponding
range bins. This means that if the weights have been calculated
for all rotated virtual antenna elements, we can use them to
calculate the compensated representation with the weighted
mean (18) for all range bins. Using a numerical analysis, we
have found that the compensation of the rotation around the
z-axis takes about eight times longer than the compensation of
the rotation around the x- and y-axis. The overall computation
time can be reduced by executing the compensation only for
rotation angles γIMU(t) larger than some threshold angle.

C. Vibration in z-Direction

For a ground-looking radar, the vibrations in z-direction
have the most significant effect. The vertical vibrations change
the radial distance to the targets on the ground. Therefore, the
vertical vibrations disturb the phase of the measured signals
massively. There are already several approaches to reduce
their influence [15]. Most of them are using reflections from
static objects to estimate the vertical motion of the UAV. In
[1][2], they use additional radar systems or other distance
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measurement systems to estimate the vertical vibration. The
problem with these approaches is the additional weight and
computational effort which both put a strain on the restricted
resources on the UAV. Another approach is to rely on the
fact that there will always be a signal belonging to static
clutter from which the vertical motion of the radar can be
extracted [3]. This approach will be problematic if the dynamic
target lies in the focus of the radar and the UAV is not flying
very high. In this case, the signal extracted from the dynamic
target would be used to estimate the vertical motion of the
UAV. Similar to the approach in [3], we propose to only use
one radar for the estimation of the vertical motion and the
extraction of the motion of the dynamic targets. But we add an
algorithm which ensures that the vertical motion is extracted
from a static target.

The effect of the motion of the radar system onto the phase
ϕstat(t) of a signal, reflected from a static target at an azimuth
angle Φstat and an elevation angle Θstat, can be seen as an
orthogonal projection onto the steering vector to the target. A
two dimensional depiction of his projection is shown in figure
3. Here

e =

 sin(Φ)
sin(Θ)

cos(Φ) cos(Θ)

 (20)

is the steering vector in target direction, p(t) is the current
position of the moving radar system and u(t) is the resulting
change of the radial distance to the target. This can also be
described as

u(t) =
p(t)T · e
∥e∥

=
1

∥e∥

x(t)y(t)
z(t)

T

·

 sin(Φstat)
sin(Θstat)

cos(Φstat) cos(Θstat)

 . (21)

The norm ∥e∥ is approximately 1. Therefore, equation (21)
can be simplified to

u(t) ≈ cos(Φstat) cos(Θstat)z(t)+

sin(Φstat)x(t) + sin(Θstat)y(t) . (22)

Fig. 3. Depiction of the orthogonal projection from the radar position p(t)
onto the steering vector e

For small azimuth and elevation angles the x- and y-
component can be neglected. Hence, the equation can be
approximated to

u(t) ≈ cos(Φstat) cos(Θstat)z(t). (23)

This means that if we want to estimate the vertical vibration
of the radar system, we can evaluate the phase reflected from
static targets with small azimuth and elevation angles. In most
cases, the strongest reflection in the central area of the azimuth
elevation domain should correspond to the reflection from
the ground. However, there is a possibility that a person lies
directly in the focus of the radar. Therefore, we propose to
determine the voxel containing a reflection from the ground
by evaluating all reflections with azimuth and elevation angles
up to ±10◦.

To find signals reflected from objects with high RCS, we
use the following detector

Dmag(r,Φ,Θ) =

Tfloor∑
t=0

|f(r,Φ,Θ, t)| . (24)

which evaluates the magnitude of the reflected signals. Here
Tfloor is the length of the interval which is used to detect the
floor. After applying the magnitude detector, we extract the
signals from all voxels that have a detection value greater than

Dmin = ψ ·max(|Dmag(r,Φ,Θ)|), (25)

where ψ ∈ R is a constant between 0 and 1. The slowtime
signals sk(t) with k = 1, ...,K extracted from the detected
voxels are then evaluated to find a reflection from a static
object. To ensure that the detection belongs to a static object,
we want to find the signal with maximum similarity to the
vibrations in z-direction zIMU(t) calculated from the IMU
data, while the signal should not contain strong frequency
components that do not belong to the vertical motion.

Let
zk(t) = ϕk(t) ·

λ

4π

1

cos(Θk) cos(Φk)
(26)

be the motion in z-direction estimated from the kth detection,
where Φk and Θk are the azimuth and elevation angles of
the kth detection. Let further Zk(f) and ZIMU(f) be the FFT
of zk(t) and zIMU(t). By taking all frequencies belonging to
strong values in ZIMU(f), we can form the set Ωstatic. We can
then define wk and wIMU as the vectors built of all elements
of Zk(f) and ZIMU(f), respectively, which are involved in
Ωstatic. Furthermore, we define an application dependent set
Ωdyn involving the frequencies which could be expected to be
resulting from a target motion. For the application considered
in this paper, the set contains all possible respiration frequen-
cies.Therefore, the vector vk is built of all elements of Zk(f)
which are involved in Ωdyn. With

k̂ = argmin
k∈[1,...,K]

∥wk −wIMU∥2 + µ ∥vk∥2 (27)

we estimate the index k̂ of the signal which has the highest
probability to belong to a static clutter. Here µ is a constant
with a value between 0 and 1 that balances the two optimiza-
tion terms.
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To enable the use of the phase ϕk̂(t), selected with the
optimal index k̂ for the motion compensation, we need to
project it onto the z-axis with

ϕcomp(t) =
ϕk̂(t)

cos(Φk̂) cos(Θk̂)
. (28)

Afterwards, ϕcomp(t) can be used to compensate the vibration
in z-direction in each voxel with

fcomp(r,Φ,Θ, t) =f(r,Φ,Θ, t)

· exp(−i · ϕcomp(t) cos(Φ) cos(Θ)). (29)

In equation (29), the term cos(Φ) cos(Θ) ensures that the vi-
bration in z-direction is projected onto the direction of the cur-
rently considered voxel. In the resulting signal fcomp(r,Φ,Θ, t)
the motion of dynamic targets should be the strongest compo-
nent. In a Doppler detector

Ddoppler(r,Φ,Θ) =
∑
f∈Ψ

|F (r,Φ,Θ, f)|, (30)

where Ψ is a set of frequencies at which the target motion is
expected, only the dynamic targets should have high values
[16]. Moreover, the signals extracted from some detected
human should only contain the motion of the target itself and
should not be disturbed by the vibration of the radar in z-
direction.

For the calculation of the computational complexity, we
have to distinguish between the localization of the voxel con-
taining the reflection of the floor and the compensation of the
vertical motion. The detection of the floor is performed every
Tfloor seconds and an interval of Tfloor seconds is analyzed.
Therefore, the complexity for the detection itself scales with
Tfloor, but considering a longer duration, Tfloor affects the com-
putational complexity only as a constant. Moreover, the total
number of voxels considered also depends on the azimuth and
elevation resolution, since the resolution influences how many
voxels are considered as floor voxel. The compensation of the
vibrations in z-direction is executed in each time step and
involves an element wise multiplication of all voxels with the
complex compensation term. The computational complexity
scales with the number of range, azimuth and elevation bins.

D. Vibration in x- or y-Direction

As described in Section III-C, the effect of the radar motion
on the phase signal depends on the target elevation and
azimuth angle. More specifically, the part of the radar vibration
that should be present in the phase signal can be calculated
by orthogonal projection onto the steering vector e pointing
to the target. While the effect of the vibration in z-direction is
most significant for small angles Φ and Θ, the influence of the
vibrations in x- and y-direction is increasing with increasing
values of Φ and Θ. For the considered application, we only
look at azimuth and elevation angles smaller ±40◦. Therefore,
the effect of the horizontal motions is much smaller than the
effect of the vertical vibrations. Hence, the human targets can
be detected although there are still horizontal motions affecting
the signals. However, in order to evaluate the vital signs, these
movements have to be compensated as well.

All following computations are performed on the signals for
which the vertical motion has been compensated, otherwise
the horizontal motion can not be separated from the vertical
motion. Again, we estimate the radar motion by evaluating
the reflection from static objects. Therefore, the magnitude
detector from equation (24) is used. Since the effect of hori-
zontal motion increases with increasing azimuth and elevation
angles, only angles larger ±15◦ are evaluated. We also need
to distinguish between the vibrations in x- and y- direction.
For the estimation of the motion in x-direction, we consider
only the voxels with elevation angle equal to zero, while for
the estimation of the motion in y-direction, we consider only
the voxels with azimuth angle equal to zero. Additionally, we
mask the detector output in the area where the target was
located.

To find static objects from which the motion in x-direction
can be estimated, we evaluate all phase signals ϕk(t) with
k = 1, ...,Kx, for which the detector output is greater than a
threshold calculated with equation (25). Using the orthogonal
projection from equation (21), the considered phase signals
can be be interpreted as motion in x-direction with

xk(t) = ϕk(t) ·
λ

4π

1

sin(Φk)
. (31)

Instead of the vertical motion, the motion in x-direction
xIMU(t) calculated from the IMU data is used for comparison
with the phase signals. Then, the optimization method (27)
can be used in a similar way as in the previous section to
determine the index k̂ corresponding to a voxel containing
the reflection of a static object. Afterwards, the compensation
signal can be calculated with

ϕx(t) =
ϕk̂(t)

sin(Φk̂)
. (32)

The vibration in y-direction can be calculated in a similar
fashion using the detector output for azimuth angles equal
zero, the y-component of the IMU motion, and the orthogonal
projection with sin(Θk) instead of sin(Φk). The estimated
signals are then used to compensate the contained horizontal
motion in the signal extracted from the human target sdyn(t)
with

s̃dyn(t) =sdyn(t)

· exp (−i(ϕx(t) sin(Φdyn) + ϕy(t) sin(Θdyn)) . (33)

The computational complexity of the static target determi-
nation is comparable to the static target determination for the
vertical motion. However, the compensation of the horizontal
movements is executed on the extracted slowtime signal.
Therefore, the computational complexity is only depending on
the length of the extracted signal and the overall computational
effort for the compensation of the vibrations in x- and y-
direction is negligible compared to the other compensations
presented in this paper.

IV. RESULTS

A. Measurement Setup

To analyze the algorithmic solutions, we want to consider
each degree of freedom independently. Since it is difficult to
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ensure that a UAV has a vibration or a rotation in only one
direction, we use a setup that is as close as possible to the
application of a UAV searching for humans. Therefore, we
mount the radar system together with the IMU on a tripod
so that the radar system points to a wall. In this case, the
direct line from the radar system to the wall corresponds to
the z-axis in the original scenario while the vertical axis in
the measurement setup is the y-axis of the original scenario.
The axis parallel to the wall and the floor crossing the radar
system represents the x-axis of the original scenario. Since in
the original application we search for a person lying on the
ground, we use a person standing directly in front of the wall
in the measurement setup. The position of the person along
the x-axis or the azimuth angle as seen by the radar, can be
varied. To show the capabilities of the proposed algorithms,
we use a measurement time of 30 seconds and do not process
the data in separated intervals.

As radar systems, we used two different 60 GHz radars.
For the measurements in which we rotate the radar system
around the z-axis, we used a TI IWR 6843AOP evaluation
board [17] because it has a 4 × 4-topology2 and therefore a
symmetrical resolution in azimuth and elevation. For all other
measurements, we used a TI IWR 6843 ISK evaluation board
[18] with an 8×2 topology because it has the higher resolution
in the azimuth domain. We configured both radar systems with
a chirp repetition rate of 500 Hz and a bandwidth of 1 GHz.
As IMU, we used a BNO055 [19], which is a low cost MEMS-
based IMU containing a gyroscope, an accelerometer and
a magnetometer. To validate our measurements, a reference
system, measuring the breathing motion of the test person,
was used [20].

B. Vibration in z-Direction

For the evaluation of the compensation of vertical vibra-
tions, the person was standing at 10◦ azimuth and the radar
system was moved in a sinusoidal fashion with a frequency
of about 2 Hz and a magnitude of 3 cm. The left image in
figure 4 shows the range-azimuth (RA) map of the Doppler
detector without using the compensation. As the radar is
moving, every object in the scene, including the wall, is

2To get the 4 × 4-topology 4 of the 16 channels need to be zero-padded,
because the radar system only has 3 transmitters and 4 receivers.

Fig. 4. Depiction of the RA map before and after the compensation of the
vibration in z-direction. The blue markers show the position of the person at
10◦ azimuth.

Fig. 5. Depiction of the phase signal from a person before and after the
compensation of the vibration in z-direction together with the breathing
motion measured by the reference system.

moving relative to the radar. Since the wall has the largest
RCS, it will generate the highest magnitude in the Doppler
detector. Therefore, it is impossible to detect the person in
the scene. The right image in figure 4 shows the output of
the Doppler detector after compensating the vertical motion
of the radar. Here, the wall does not generate a peak because
the motion of the radar is compensated. Hence, the strongest
value in the Doppler detector corresponds to the reflection
from the person. If we extract the signal from this voxel
over time and calculate the unwrapped phase signal, we can
analyze the breathing motion of the person. In figure 5, the
unwrapped phase signal from the voxel with the person is
shown together with the unwrapped phase signal from the
same voxel without compensation and the breathing motion
measured by the reference system. Since the compensated
signal is comparable to the breathing motion measured by the
reference system, the accuracy of the compensation method is
proven.

The comparable approaches [1], [2] and [3] all lack a
distinction between static and dynamic targets when estimating
the vertical motion of the radar system. To visualize the effect
of the proposed floor voxel determination, we positioned the
person in the focus of the radar at 0◦ azimuth. Then, we use
the method described in III-C and the equation (27) to find

Fig. 6. Depiction of the spectrum corresponding to the reflection of a static
target (red) and a dynamic target (yellow) together with the spectrum of the
vibration in z-direction calculated from the IMU data. The light blue boxes
mark the frequency area of the motion of the radar Ωstatic and the breathing
motion of humans Ωdyn.
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Fig. 7. Depiction of the RA domain after the compensation of the vibration
in z-direction with a signal extracted from the central voxel as in [3] (left)
and a signal extracted from a static target (right). The black markers show
the true position of the person at 0◦ azimuth.

the strongest reflection from a static target. In this example
we set the balancing term to µ = 0.8. The figure 6 shows
the spectrum of the selected signal, extracted from a voxel
with 6◦ azimuth, together with the spectrum of the signal
generated by the dynamic target at 0◦ and the spectrum of the
motion in z-direction calculated from the IMU data. It is easy
to see that both radar signals consist of the true motion in z-
direction at 2.1 Hz but the spectrum of the dynamic target has
the higher energy in the frequency range Ωdyn which contains
the possible breathing rates of humans. This shows that the
signal extracted from 0◦ azimuth belongs to a human while the
selected signal most likely corresponds to a reflection from the
wall. Therefore, it can be used to compensate the vibration in
z-direction. Figure 7 shows the output of the Doppler detector
after compensating the vertical motion with the signal from the
dynamic target and after compensating the vertical motion with
the signal from the static target. For the compensation with
the signal extracted from the dynamic target, which probably
would have been extracted without the determination of the
ground voxel, there is no strong peak at the true position of the
person. If the signal extracted from the static target, selected
with the proposed algorithm, is used for the compensation, the
motion will be compensated correctly and the target will be
detected at its true position.

C. Vibration in x- or y-Direction

To evaluate the compensation of the horizontal vibrations,
the radar system is moved along the x-axis in a sinusoidal
motion with an amplitude of 4 cm and a frequency of about 2
Hz. The person is standing at 15◦ azimuth with contact to the
wall. In a first step, we remove any vibration in z-direction
with the algorithm described in Section III-C and detect the
person with a Doppler detector.

After extracting the slowtime signal from the voxel with
the person, we can use the algorithm described in Section
III-D to remove the vibrations in x- and y-direction. Again,
the balancing term was set to µ = 0.8 and the motion in x-
direction was extracted from a static target at −23◦. Figure 8
shows the result of this compensation. In the signal that was
compensated only in z-direction, a high frequency vibration
is present, while in the signal that was also compensated in
x-direction, the respiratory motion can be identified easily.
For comparison, we have also plotted the respiratory motion
measured by the reference system .

Fig. 8. Depiction of the phase signal from a person before and after the
compensation of the vibration in x-direction together with the breathing
motion measured by the reference system.

D. Rotation around x- or y-Axis

In order to demonstrate the capabilities of the rotation
compensation around the x- or y-axis, the radar system was
continuously rotated around the y-axis with a magnitude of
20◦. For this measurement, the person was standing at 15◦

azimuth with contact to the wall. The upper left plot of
Figure 9 shows the RA map of the Doppler detector for
a measurement that includes vibrations in z-directions and
rotations around the y-axis. Resulting from the rotation, the
energy of the main reflection from the wall is distributed
over all azimuth angles between −30◦ and 30◦. If only the
compensation algorithm for the vibration in z-direction is used,
the resulting representation can not be evaluated because the
reflection from the wall can not be extracted correctly. The
corresponding detector output is shown in the upper right
image. If the rotation around the y-axis is compensated, for
which the detector output is shown in the lower left image,
we can detect a strong reflection in the center of the range-
azimuth plane belonging to the reflection of the wall. If we
then use the vibration compensation in z-direction, the Doppler
detector will look like the lower right image of Figure 9 and
finally the person can be detected at 15◦ azimuth.

Fig. 9. Depiction of the compensation of the rotation around the y-axis in
combination with the compensation of the vibrations in z-direction.
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Fig. 10. Depiction of the phase signal from a person extracted using rotation
compensation (blue) and short processing intervals (red) together with the
breathing motion measured by the reference system (yellow).

An alternative approach to compensate for the rotation
would be to use shorter processing intervals and tracking to
follow the target as the radar system rotates. Figure 10 shows
the phase extracted using rotation compensation together with
a signal extracted using short processing intervals and the
breathing motion measured by the vital sign reference system.
It is clear to see, that the signal extracted using rotating com-
pensation is more accurate. The signal extracted using short
processing intervals suffers from many jumps generated by the
concatenation of the intervals, while the signal extracted using
rotation compensation could be extracted continuously from
one voxel. In this case, an interval length of 0.5 seconds was
used. For shorter or longer intervals the quality of the extracted
signal was even worse. For applications such as the evaluation
of the breathing rate, the long coherent measurements provided
by the rotation compensation improve the signal quality and
thus the accuracy of the measured vital signs.

E. Rotation around z-Axis

To simulate a rotation of the UAV around the z-axis, we
performed a measurement with a duration of 25 seconds. After
12 seconds, the radar system was rotated by 80◦ around the
axis pointing towards the wall. The azimuth-elevation (AE)
map of the Doppler detector without any compensation is
shown in the left image of Figure 11. Resulting from the
rotation, the peak corresponding to a person at 20◦ azimuth
is shifted or rather spread over the AE map, because for the
first 12 seconds of the measurement the person was located

Fig. 11. Depiction of the RA map before and after the compensation of the
rotation around the z-axis.

Fig. 12. Depiction of the unwrapped phase signal with and without the
compensation of the rotation around the z-axis together with the breathing
motion measured by the reference system.

at −20◦ azimuth and −10◦ elevation as seen from the radar
while for the remaining 13 seconds of the measurement the
person was located at −5◦ azimuth and 20◦ elevation. The
right image shows the AE map of the Doppler detector after
the compensation of the rotation around the z-axis. Due to
the compensation, the target remains at the same location
throughout the measurement, resulting in a focused peak.

Since the maximum of the Doppler detector should cor-
respond to the voxel with the person, we can use it to
extract the slowtime signals and calculate the unwrapped phase
signal. Figure 12 shows these unwrapped phase signals for the
measurement with and without compensation. It can be seen,
that without the compensation the respiration signal can only
be evaluated for the first 12 seconds. After 12 seconds, the
radar system has been rotated, which means that the signal
does not contain any reflections from the person. However, the
phase signal calculated from the compensated measurement
contains the breathing motion completely. For comparison, the
respiratory motion measured by the reference system was also
added to the figure.

V. CONCLUSION

This paper deals with the motion of a hovering UAV
in six degrees of freedom. In particular, the effects of the
motion on the detection of human targets as well as on the
evaluation of the phase signals are analyzed. For each degree
of freedom, an algorithm has been proposed to mitigate or
even eliminate these effects. The capabilities of the algorithms
were demonstrated by presenting realistic measurement results
for each degree of freedom. Without the compensation the
measurements were not usable at all. After compensation of
the UAV motions with the proposed algorithms, the test person
could be detected and the breathing motion in the extracted
phase signals could be easily identified. The measured respi-
ratory motions were validated against a vital sign reference
system.
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