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Arbitrary Spatial Trajectory Reconstruction
based on A Single Inertial Sensor

Yifeng Wang, Student Member, IEEE, and Yi Zhao

Abstract— Compared with vision, infrared rays, and ultrasonic po-
sitioning technologies, the signal acquisition of portable inertial
sensors is not affected by the external environment, such as light
and occlusion. Therefore, motion tracking based on inertial signals
is a promising complement. However, accurate trajectory recon-
struction based on inertial sensors is a great challenge due to
the intrinsic and measurement errors, especially the drift error that
exacerbates the accumulative error in trajectory calculation. To
address this challenge, we propose a new trajectory reconstruction
method, Geometric Dynamic Segmental Reconstruction (GDSR),
where we treat the movement trajectory as a combination of basic
trajectories. To this end, we design a temporal and spatial inter-
action segmentation approach to decompose the trajectory into basic segments by combining the dynamic feature of
IMU signals with the spatial morphological feature of motion. Accordingly, we design a geometrical model library with
undetermined parameters to match these segments. For precise parameter prediction, we propose an extra-supervised
learning method that integrates different prediction tasks into one framework, which can not only expand training samples
but also enable different subtasks to compete with each other, thus improving the parameter prediction accuracy of each
subtask, thereby accurately approximating the trajectory segments. To quantify the trajectory reconstruction accuracy,
we propose the Fréchet Spline Sliding Error (FSSE) and Length Error Ratio (LER) to evaluate curve similarity. The range
of FSSE is [0, 2], where 0 means that the two curves have the same shape. The range of LER is [1, +∞], where 1 means
that the two curves have the same length. We test different IMUs in two experimental scenarios and one public available
data set. In all the three tests, the FSSE of the GDSR method is less than 0.09, and the LER is less than 1.31, which is
significantly better than all the comparison methods.

Index Terms— Motion tracking, inertial sensor, motion segmentation, motion state recognition, supervised learning.

I. INTRODUCTION1

INERTIAL sensors that can measure acceleration and an-2

gular velocity data are widely used in navigation [1], [2],3

orientation [3]–[5], industrial automation [6], motion state4

research [7], human motion [8]–[10] and gait analysis [11]–5

[14]. Especially, they have also been applied to sport perfor-6

mance assessment [15], [16], telerehabilitation and monitoring7

[17], [18], and joint kinematics [19], [20] with successes. The8

inertial sensors are usually integrated into the portable devices9

as an inertial measurement unit (IMU) for diverse application10

scenes. For instances, Zedda et al. [21] and Digo et al. [22]11

provide the upper limb joint kinematics estimation in real-12

time for both active telerehabilitation purposes and industrial13

human monitoring, respectively.14

However, although the IMU shows the advantages of small15

volume, low cost, and easy embedding in portable products,16

the application of IMU in these scenarios is mainly limited to17
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orientation estimation, and there are few attempts at realizing 18

accurate trajectory reconstruction based on IMUs, especially 19

single IMU. Albeit this, there are still some significant work, 20

e.g., in the direction of foot-mounted IMUs [23], pedestrian 21

dead-reckoning, and wheeled vehicles [24]. For the previous 22

gait analysis the idea is to split the trajectory computation 23

stride-by-stride to reset the estimation every 1-2 seconds, 24

thus mitigating the errors accumulation [25]. However, it 25

is challenging to reconstruct the irregular arbitrary motion 26

trajectory that lasts for a longer period of time. 27

Due to the intrinsic attribution that the inertial navigation 28

algorithms are extremely sensitive to errors [26], people em- 29

ploys the optical sensors for motion capturing and trajectory 30

reconstruction [27]. However, the optical sensor heavily relies 31

on the camera facilities as well as the light environment when 32

recording the motion data [28], so the application range of the 33

optical methods is constrained. Moreover, the optical occlusion 34

problem is a major defect of this measurement scheme [29] 35

while the inertial sensors do not have such problems. IMU- 36

based motion trajectory reconstruction has tremendous appli- 37

cation potential, providing a technical basis for navigation, 38

robot path planning, motion control, and other fields. Hence, 39

it is challenging but quite attractive to realize the trajectory 40

reconstruction by using inertial data [30]. 41
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The conventional process to estimate the trajectory is based42

on IMU orientation estimation by means of a sensor fusion43

algorithm. When appropriately tuning the sensor fusion algo-44

rithm [31], the motion trajectory can be given after obtaining45

the initial conditions [32], [33]. There are some methods which46

realize human body motion tracking by utilizing multiple47

inertial sensors. Miezal et al. [34] develop a sensor fusion48

method for multiple inertial signals, which can handle model49

calibration errors for better body tracking. Huang et al. [35]50

propose a deep neural network capable of reconstructing51

human motion trajectory in real-time from six IMUs worn on52

the user’s body. Stanzani et al. [36] treat a concrete motion53

as the sequential joint motion. As a result, given the rotation54

specifications at each joint, the original motion is finally gen-55

erated by multiplying the corresponding radii in turn up to the56

last joint [37]. In such a way, the reconstruction of the motion57

trajectory is roughly separated into a series of reconstruction58

of basic rotations. Obviously, these approach requires sensors59

attached on all the necessary joints. This makes it a luxury60

to restore the motion trajectory. Meanwhile, this forward61

kinematics approach suffers from orientation drift caused by62

the integration of the gyroscope offset as documented in [38],63

[39]. The impact of the orientation inaccuracies on the joint64

angle estimates are discussed in [22]. Hence, it is necessary65

to develop a new trajectory reconstruction algorithm based on66

a single inertial sensor, which is qualified and also convenient67

for the trajectory reconstruction in general.68

There are also few studies that achieve trajectory recon-69

struction based on a single inertial sensor. Pan et al. [40]70

realize the trajectory restoration of an inertial sensor moving71

on a horizontal desktop, so the moving process is steady,72

thereby greatly reducing the noise during data acquisition.73

In addition, this method requires the sensor to be static for74

a while after each movement of a small distance so as to75

eliminate the accumulative error of the inertial sensor. But76

it also destroys the continuity of the motion such that the77

reconstruction of general motion trajectory cannot be achieved.78

Similarly, Wang et al. [41] achieve segmental reconstruction79

of 2D trajectories by integrating an accelerometer and two80

gyroscopes in a pen. However, since the pen rarely changes81

its height during writing, it is unfeasible for this method to82

deal with the arbitrary orbit change, and its application scope83

is relatively limited. Furthermore, this method also needs the84

regular standstill when collecting the inertial data for a short85

while.86

With the development of artificial intelligence, there is87

a new way to achieve motion tracking based on a single88

IMU. Ribeiro et al. [42] present six basic human motion89

reconstruction in industrial activities. Each motion trajectory90

is simple and repeated, which makes it easy for the machine91

learning model to learn the motion characteristics and recover92

the trajectory. Obviously, such a task is far from the arbitrary93

trajectory reconstruction that we deal with now. To expand94

to more action types, Lin et al. [43] employ a deep learning95

model to reconstruct 4 types of walking motion (e.g. walking96

in a circle or S shape) and 8 types of hand motion (e.g.97

stretching out or swiping the arm), of which the former98

can be regarded the large-scale basic curve and the latter99

can be regarded as the previous rotation around a bearing. 100

As a result, their method appears to be not available to 101

arbitrary trajectory. To realize arbitrary walking trajectory 102

reconstruction, Chen et al. [44] segment the walking accord- 103

ing to the gait characteristics and then use a deep learning 104

model to predict the walking direction and forward distance 105

between segments, thereby realizing indoor walking trajectory 106

reconstruction. This method simulates each walking segment 107

by a line and predicts the angle and length of each line to 108

reconstruct the whole walking trajectory. With a geometric 109

model of the line, acceptable results are obtained in their 110

work, which indicates the feasibility of the segmentation- 111

reconstruction scheme. However, the current motion segmen- 112

tation method relies heavily on the regularity of motion and 113

the static moment during walking [45], which is not applicable 114

to complicated trajectories. In summary, there are few attempts 115

at studying arbitrary trajectory reconstruction. 116

We, therefore, propose a new trajectory reconstruction 117

method, which can achieve arbitrary trajectory reconstruction 118

with a single inertial sensor. We design a temporal and spatial 119

interaction segmentation approach to decompose the trajec- 120

tory into consecutive segments, which combines the dynamic 121

feature of IMU signals with the spatial morphological feature 122

of motion. Meanwhile, a geometric model library is estab- 123

lished, aiming to match these basic segmented trajectories. 124

The matching process can be regarded as the classification 125

of these segments, where the 1D-CNN model implements 126

this task. After determining the geometric model of each 127

segmented trajectory, we design an extra-supervised learning 128

method to solve the problem of high-dimension parameter 129

estimation based on the small sample (i.e., limited segments), 130

which predicts the given geometric model parameters so as 131

to reconstruct the original trajectory segments exactly. Finally, 132

the trajectory reconstruction is available by the interpolation 133

of the reconstructed trajectory segments in sequence. It is 134

worth emphasizing that the optical sensor is only used to 135

provide labels during training deep learning models in the 136

segmentation, classification, and prediction tasks. In practical 137

applications, once the model training is completed, trajectory 138

reconstruction can be achieved utilizing only IMU. 139

II. METHOD 140

A. Geometric Dynamic Segmental Reconstruction 141

(GDSR) framework 142

The schematic diagram of the proposed method is presented 143

in Fig. 1. Overall the trajectory reconstruction is composed of 144

the four main subtasks: 1. data segmentation for the purpose of 145

dividing the trajectory data into multiple segments according 146

to motion states, 2. motion state recognition for the purpose 147

of matching these segments with the appropriate model from 148

the geometric model library, 3. model parameter prediction 149

for the purpose of estimating the model parameters to make 150

an accurate approximation of the segmented trajectory and 4. 151

trajectory reconstruction for the purpose of concatenating the 152

reconstructed segments and smoothing the joint points. Note 153

that in order to make necessary labels on the trajectory data 154

set, optical sensor data is adopted as a reference. The main 155
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worth of our work is a decomposition reconstruction scheme156

based on the adaptive geometric models, in which we propose157

a spatiotemporal interactive segmentation method to achieve a158

precise approximation of motion segments. This scheme can159

realize an accurate trajectory reconstruction of a moving object160

by using a single IMU. Furthermore, its configuration ensures161

the proposed method shows its effectiveness for various ex-162

perimental data and is robust against the sensor calibration163

strategy, embedded navigation algorithm, and IMU type.164

The first subtask is realized by the segmentation module.165

Here, We obtain the rough trajectory from the 6-axis inertial166

data and 3-axis magnetic data according to the inertial nav-167

igation algorithm, which is implemented as follows. Firstly,168

the inertial sensor is calibrated to avoid drift while calculating169

the trajectory. Then, we calculate the initial roll and pitch of170

the IMU through the 3-axis acceleration, and calculate the171

initial yaw of the IMU through the 3-axis magnetic data.172

The orientation quaternion differential equation is obtained173

from the angular velocity output by the gyroscope. The174

quaternion rotation matrix between the IMU coordinate and175

the East-North-Up (ENU) coordinate is then calculated from176

the orientation quaternion. Through the quaternion rotation177

matrix, the 3-axis acceleration under the IMU coordinate is178

converted to the ENU coordinate, and the gravity acceleration179

is removed to obtain the linear acceleration of the IMU under180

the ENU coordinate. The trajectory of IMU is generated by181

double integration of the linear acceleration data, which is182

usually imprecise or even distorted. However, the distorted183

trajectory is helpful for segmentation since we notice that184

when the motion patterns switch or the direction of motion185

changes, the trajectory undergo a great degree of deformation.186

We, therefore, set a multi-resolution window sliding on the187

trajectory to find the deformation position as the potential188

segmentation points. On the other hand, we train a deep189

learning model to search the potential segmentation points190

from the 6-axis inertial data. Labels required for training is191

manually marked according to optical recording data. Finally,192

by fusing the two segmentation point detection results, the193

motion process is divided into multiple segments.194

Implementation of the second subtask is based on the195

motion state recognition module, which decides a geometric196

model to match the segmented trajectory. Complicated mo-197

tion trajectories can be approximately regarded as specific198

combinations of basic trajectories such as straight lines, arcs,199

polynomial curves, wavy lines (S-shape curves), etc. We,200

therefore, build a corresponding geometric model library that201

consists of these basic geometric curves. The matching process202

treats the previous segments as the motion state classification,203

so we adopt the 1D-CNN model that has been proved to have204

a good performance on the human activity recognition (HAR)205

problem [46], to identify each segment with the appropriate206

geometric model.207

The third subtask is based on the geometric parameter208

prediction module. Each geometric model contains necessary209

parameters, so the parameters of the matched geometric model210

are then optimized to fit the segmented trajectory accurately.211

However, deep learning models with a number of parameters212

are difficult to be fully trained under the small sample, i.e., the213

limited trajectory segments [47], [48]. We, therefore, design an 214

extra-supervised learning model, which decomposes the high- 215

dimension parameter prediction task into multiple subtasks. 216

By separately solving multiple subtasks and integrating their 217

outputs, the trajectory segments can be accurately restored. 218

From this, the given geometric model with the determined 219

parameters gives the reconstructed trajectory segments that 220

constitute the final trajectory. The last subtask gives the whole 221

trajectory, which is implemented by the trajectory splicing 222

module. Given the trajectory segments, it smooths joints 223

between the sequential segments by interpolation and then 224

concatenates them to generate the final trajectory reconstruc- 225

tion. 226
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Fig. 1: The schematics of the GDSR method. The trajec-
tory reconstruction implementation is composed of the four
main modules: data segmentation, geometric model matching,
model parameter prediction and trajectory splicing.

B. Motion segmentation by Time-Spatial Information 227

Interaction 228

The motion segmentation is fundamental and critical to 229

the process of spatial trajectory reconstruction. The imple- 230

mentation of the subsequent tasks relies on it. We notice 231

that the 1D-CNN tends to take such extreme points (e.g., 232
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peaks or troughs) of the original IMU signal as alternative233

segment points. Ideally, the motion segmentation point should234

be the extreme point. But there is an obvious delay in IMU235

measurement. For example, when the sensor recovers from236

fast motion to a static state, it always takes a period for an237

IMU signal to return to zero values. When the motion state238

changes quickly or dramatically, an IMU, especially a low-239

cost IMU, always responds slower than motion changes. We240

call this phenomenon a response delay error. Such a factor241

affects the motion segmentation. As presented in columns 2-4242

of Fig. 2, the segmentation points predicted by the 1D-CNN243

model have a gap with the segments given by the optical data.244

Hence, it is quite difficult to achieve frame-accurate motion245

segmentation only with consideration of the original inertial246

signal. We, therefore, propose a feature fusion algorithm for

The actual trajectory
collected by the optical sensor

X axis acceleration

X axis angular velocity Y axis angular velocity Z axis angular velocity

Y axis acceleration Z axis acceleration

Rough trajectory reconstruction
based on the inertial sensor

Fig. 2: The actual trajectory recorded by the optical sensor
(the left top panel) and the trajectory reconstructed by the
inertial data according to the classical trajectory solution
algorithm based on the inertial navigation theory (the left
bottom panel). The trajectory segment identified by the optical
data is represented in the red curve. The waveform of the
6-axis inertial sensor data is displayed in the right columns.
The segmentation points of the 1D-CNN model based on the
inertial data waveform are marked by black dots. The final
segmentation points identified by the collective features of the
inertial waveform and reconstructed trajectory are marked by
the green triangles.

247

segmentation points, which is illustrated by Fig. 3. The method248

consists of two parallel pipelines, including the 1D-CNN for249

temporal waveform features and the multi-scale spline sliding250

over the previous rough trajectory for spatial morphological251

features.252

For motion segmentation based on the temporal feature253

of the IMU signal, the inertial data in a sliding window is254

fed to the 1D-CNN model. Here, we set the window size255

to 500 and the step size to 100. When the window slides256

through the whole signal, the points are identified as potential257

segmentation points by the 1D-CNN, and some of them are258

determined as segmentation points many times. If the number259

of times determined as the segmentation point is greater than260

the threshold, the corresponding point is determined as the261

segmentation point.262

For motion segmentation based on the spatial feature of263

the calculated trajectory, we employ a multi-resolution spline264

Inertial Sensor Data
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Model

Trajectory Data
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Potential 
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Points Distribution 
Curve
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Based on Time Feature

Motion Segmentation 
Based on Spatial Feature

Time-Spatial Information Interaction

Fréchet 
Distance

Multi-Resolution
Spline Function

Alternative 
Points Fusion 
by AND Gate

Fig. 3: The schematics of the temporal and spatial interaction
segmentation algorithm. An 1D-CNN model is trained to
detect the potential segmentation point based on the original
6-axis inertial signal in a sliding window. Meanwhile, another
possible segmentation points are obtained by detecting the in-
flection point of the trajectory fragment in the sliding window.
The final segmentation point is determined by fusing the two
segmentation results.

function sliding on the trajectory to detect the inflection point. 265

As shown in Fig. 4, an arc spline function with two resolution 266

scales fits the sliding trajectory. An arc spline can be described 267

by the coordinates of the starting point, midpoint and endpoint. 268

Any three points that are not collinear can determine an arc. 269

Here we select the minor arc, rather than the major arc. The 270

Fréchet distance is used to measure the fitting level of the 271

arc spline and its sliding parts, so we obtain a Fréchet-based 272

curve for the whole trajectory. The arc spline function can 273

fit smooth trajectory parts well. However, when it slides the 274

possible motion transformation positions, due to the trajectory 275

deformation, the Fréchet distance increases abruptly, which 276

indicates the segmentation points. Adopting multi-resolution 277

splines makes it qualified for different trajectory curves. 278

Here we select two resolution lengths, i.e., 100 and 300, 279

under which we get two Fréchet-based curves. We perform 280

a weighted summation of the two Fréchet curves and find the 281

potential segmentation points based on the extreme points. 282

Eventually, an AND operation is implemented on the two 283

kinds of segmentation points. That is, if a segmentation point 284

identified by the 1D-CNN model is close to (or coincides 285

with) the corresponding segmentation point given by the spline 286

function, we then take their average position as the final 287

segmentation point. Otherwise, if the segmentation points 288

given by two pipelines are far away, we do not adopt these two 289

points as the segmentation results. Finally, the segmentation 290

points are consistent with the points we manually mark. In 291

fact, even if a small number of segmentation points are lost, 292

the trajectory reconstruction can still be achieved due to the 293

robustness of the geometric model library. For example, if the 294

segmentation points between two arcs are not detected, the S- 295

shape model will be matched with this data segment, so the 296

trajectory reconstruction can still be completed. 297
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Fig. 4: The process of a multi-resolution spline function
sliding over a trajectory (the low resolution in the top panels
and the high resolution in the bottom panels).

C. Spatial trajectory simulation by geometric model298

library299

The segmentation algorithm decomposes a complex motion300

trajectory into relatively simple trajectory segments so that we301

can use some geometric equations to simulate them separately.302

Therefore, we set up a geometric model library to cover basic303

motion curves in general. The candidate models equipped304

with the necessary parameters can approximate the original305

segments accurately. When determining the available geomet-306

ric models, we follow the three rules. First, each geometric307

model should be simple without too many parameters so308

that its parameters can be easily and accurately predicted.309

Second, the different geometric models should have significant310

morphological differences so that the trajectory segments311

can be easily matched with an appropriate geometric model.312

Finally, each geometric model can produce rich morphological313

variation by virtue of its parameter variations. To sum up,314

we establish five geometric models: polyline model, arc (C-315

shape) model, polynomial model, hyperbolic model and wave316

(S-shape) model, which constitute the geometric model library.317

1) The polyline model: The polyline geometric model is318

designed to simulate the relatively straight trajectory. If the319

straight line equation is directly set as the geometric model,320

the subsequent machine learning model tends to predict many321

curves as straight lines. Therefore, the polyline model has322

more applicability than the straight line model when simulat-323

ing real trajectories. The polyline trajectory can be regarded324

as a combination of two lines in space, and we can use the325

equations of two spatial lines to describe it as follows:326 { x
m1

= y
n1

= z
p1

x
m2

= y
n2

= z
p2

(1)

It contains six parameters: m1, n1, p1, m2, n2, and p2. (m1,327

n1, p1) and (m2, n2, p2) denote the direction vectors of the two328

lines in a three-dimension space, respectively. With changes329

of the parameters, the polyline geometric model can generate330

any morphological change, as shown in Fig. 18. The reason331

for designing the polyline model instead of the straight line332

model is that a straight line can be simulated when the two333

lines constructing a polyline are nearly collinear. Therefore,334

compared with the straight line, the polyline model is more335

robust to trajectory reconstruction.336

2) The arc model: The arc geometric model is described 337

by an elliptic equation, which is designed to simulate the 338

arc trajectory with the closed form and stable curvature. The 339

parametric equations of elliptic models are determined by the 340

axis vector ~a = (ax, ay, az), the axis vector ~b = (bx, by, bz) 341

and the center point C, i.e. (cx, cy, cz) in space. Note that in 342

practice we set the center point to the coordinate original, i.e. 343

(0, 0, 0). For any point M(x(t), y(t), z(t)) on an ellipse, the 344

parametric equation can be expressed by: 345 x(t)
y(t)
z(t)

 =

 cx
cy
cz

+

 cos(t) · ax
cos(t) · ay
cos(t) · az

+

 sin(t) · bx
sin(t) · by
sin(t) · bz

 ,

(2)
where the range of parameter t is [0, 2π]. A series of geometric 346

curves generated by this model are presented in Fig. 19. 347

3) The polynomial and hyperbolic model: The polynomial 348

and hyperbolic geometric models are designed to simulate 349

some arcs with open form and large curvature change, which 350

cannot be fitted well by the arc model. Therefore, we prepare 351

the polynomial model: y = ax3+bx2+cx , and the hyperbolic 352

model: y = ax+ b
x under this scenario, where a, b and c are 353

the coefficients. Since the hyperbolic function y = ax + b
x 354

has two asymptotes, its two ends are similar to straight lines, 355

which makes it suitable for simulating curves with two ends 356

close to a straight line. The polynomial function is suitable for 357

simulating parabolic or truncated parabolic curves in space. 358

Note that for an object moving in space, it involves the spatial 359

attitude, including roll angle, pitch angle and heading angle, 360

which determines the spatial trajectory of the object. For this 361

reason, Fig. 20 shows the morphological variation of the two 362

functions with different spatial attitude rotations. 363

4) The S-shape model: In addition to the previous types 364

of polylines and arcs, there is another kind of basic motion 365

curve, which is prevalent but more complex in trajectory 366

segmentation and reconstruction, S-shape curves (i.e., wavy 367

curves). Although there are continuous direction changes in 368

an S-shape curve, the change process is gradual and smooth 369

such that it will not be divided into local segments by the seg- 370

mentation module, and is more appropriate to be identified as 371

a whole. Therefore, we specially set up the S-shape geometric 372

model. Considering the variety of wavy curves, we design two 373

different S-shape models which have their own application 374

scenarios. The closed S-shape model is composed of three 375

segments, of which the two ends are the arc curves equipped 376

with parameters of radius and radian, and the middle is a 377

sigmoid curve for a smooth connection with the two arcs. The 378

opened S-shape model is composed of two parabolas equipped 379

with the coefficients and value ranges. The concise S-shape 380

model is composed of a cubic function equipped with few 381

coefficients. The morphological changes of the three geometric 382

models are shown in Fig. 21. 383

D. Extra-supervised learning for geometric parameter 384

prediction 385

For the geometric parameter prediction of three S-shape 386

model, we propose an extra-supervised learning method, as 387

shown in Fig. 5. This method integrates different S-shape 388
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trajectory prediction tasks into one framework. The parameter389

prediction of each S-shape geometric model can be regarded as390

a subtask of the extra-supervised learning method. Meanwhile,391

the method dynamically selects the appropriate S-shape geo-392

metric model to reconstruct the given segment, which can not393

only expand training samples but also enable different subtasks394

to compete with each other, thus improving the parameter395

prediction accuracy of each subtask.396

Segmented
data

1D-ResNet for 
feature extraction

Losssubtasks

Lossregular Loss

Lossextra

Losssubtask2

The MLP model 
for subtask2

Subtask2: sharp 
S-shape model 

prediction

Lossz2

Losssubtask3

The MLP model 
for subtask3

Subtask3: concise 
S-shape model 

prediction

Lossz3

Losssubtask1

The MLP model 
for subtask1

Subtask1: smooth 
S-shape model 

prediction

Lossz1

Fig. 5: The structure of the extra-supervised learning method,
where the three S-shape models are implemented by three sub-
tasks so as to determine the appropriate model by minimization
of the loss objective function.

The data first goes through a deep learning module (here,397

we use the 1D-ResNet model) for feature extraction. Then the398

extracted features are fed to three subtasks, respectively, each399

of which contains one type of S-shape model. The subtask is400

implemented by an MLP model to realize parameter prediction401

as well as trajectory fitting. The error of parameter prediction402

in a subtask is denoted as:403

Losssubtask =
1

K

∑
(yk − ŷk)2, (3)

where yk and ŷk represent the real value and predicted value404

of the k-th geometric parameter respectively, and K is the405

geometric parameters amount under this subtask.406

The task objective impels each S-shape geometric model to407

adapt to the certain type of wavy curves but less suits to the408

others as the geometric models are suitable to simulate the409

trajectories with specific characteristics. Therefore, the extra-410

supervised learning method sets an extra supervision item ẑi to411

measure the matching level of the i-th subtask (i.e., geometric412

models) to the target. The label zi of the extra supervision413

item ẑi is set to the reciprocal of the square logarithm of the414

prediction loss Losssubtaski
of the i-th subtask, namely:415

zi =
1

2
log(

1

Losssubtaski
2
) = −1

2
log(Losssubtaski

2). (4)

Therefore, the extra supervision loss Lossextra is as follows:416

Lossextra =
1

2

n∑
i=1

(zi − ẑi)2. (5)

In addition, a regularization item Lossregular is given by417

Equation (7) to further enhance the extra supervision, thereby418

making the suitable geometric model prominent. 419

Lossregular =

n∑
i=1

|ẑi|

max{ẑ1, ẑ2, . . . , ẑn}
. (6)

That is, as the regularization loss Lossregular decreases, 420

the ratio of extra supervision items between the matched 421

and mismatched subtasks will gradually increase and then 422

the prediction errors of those unmatched subtasks make less 423

effect on the training propagation process. Therefore, by the 424

combination of the three loss factors, each subtask emphasizes 425

the intra-task competence and the extra-supervision model as 426

a whole maintains the inter-task pertinence. 427

The final loss function expression of the extra-supervised 428

learning method is as follows: 429

Loss = α

n∑
i=1

Losssubtaski
+ βLossextra + γLossregular,

(7)
where α, β, and γ are the weights of different loss items. By 430

minimization of the loss function, Losssubtaski makes each 431

subtask fit the target trajectory as much as possible, each 432

subtask learns to find the suitable target by referring to the 433

extra supervision item ẑi, and Lossregular ensures that the 434

subtasks are punished moderately when fitting the unmatched 435

target trajectory such that the subtasks compete with each 436

other to achieve the most accurate reconstruction of the target 437

trajectory. 438

E. Fréchet Spline Sliding Error for Trajectory 439

Morphological Evaluation 440

Some studies about the applications of IMU for large-scale 441

motion employ GPS to provide a trajectory reference and 442

global coordinate system. In these cases, the spatial informa- 443

tion is important, which is one of the key evaluation indicators. 444

However, the problem which we are concerned with is the 445

human motion tracking in a limited space with its applications 446

to gesture recognition, hand instruction recognition, identity 447

recognition, etc. In these applications, we focus on capturing 448

the shape of the trajectory, so the spatial direction of the 449

trajectory is not important compared with its morphological 450

features. Therefore, we propose a Fréchet spline sliding error 451

to measure the morphological errors between the original and 452

reconstructed trajectories, which are allowed to be within two 453

different coordinate systems. It is not affected by the difference 454

of spatial direction and relative position of two trajectories. 455

Fréchet distance can measure the morphological differences 456

of different spatial curves. Usually the smaller the Fréchet 457

distance is, the greater the similarity is. However, different 458

curves originating from different coordinate systems may 459

result in large Fréchet distance due to their position or posture 460

deviation although two curves are similar to each other, as 461

shown in Fig. 6(a). Since the real trajectory and the IMU 462

reconstructed trajectory are obtained from their own coordinate 463

systems, Fréchet distance cannot be directly used to quantify 464

their similarity. To address this issue, we adopt a line sliding 465

over the curve to measure the morphological feature of the 466

given curve, as shown in Fig. 6(b). Specifically, a trajectory 467
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(a) Fréchet distance for curve similarity (b) Fréchet-based trajectory similarity

Calculation diagram of the Fréchet distance

Affected by
relative position

Length of trajectories
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1

Fig. 6: The process diagram of the Fréchet-based trajectory error. (a) shows that the direct calculation of Fréchet distance
is affected by the relative distance, attitude, and size of the trajectories. (b) shows the calculation process of the proposed
trajectory error index. The green line represents the sliding spline function.

is divided into a fixed number of segments, and the start468

point and end point of each segment s(i) are connected to469

obtain a straight line l(i), where i is the sliding times. The470

Fréchet distance f
(
s(i), l(i)

)
between the line l(i) and the471

trajectory segment s(i) is calculated and then normalized472

to eliminate the influence of line length L(i) by d(i) =473

f(s(i),l(i))
L(i) . Therefore, when sliding on the whole trajectory474

(assuming N times of the total sliding), a Fréchet-based curve475

D can be obtained by a series of Fréchet distance d(i). We476

record the Fréchet-based curves of the reconstructed and true477

trajectories as Drec = [d
(1)
rec, d

(2)
rec, . . . , d

(N)
rec ] and Dtruth =478

[d
(1)
truth, d

(2)
truth, . . . , d

(N)
truth], respectively. In order to reduce the479

influence of the sliding spline scale on the Fréchet-based curve,480

we adopt the Min-Max method to normalize the two curves.481

The normalization results of Drec and Dtruth are represented482

by D∗
rec and D∗

truth, respectively.483

We then propose the Quadratic Fréchet Error (QFE) and484

Global Accumulated Error (GAE) to represent the morpholog-485

ical differences between the reconstructed and true trajectories.486

QFE is the Fréchet distance of the D∗
rec and D∗

truth, which487

mainly reflects the maximum local difference of both curves488

and is bounded by [0, 1]. GAE is the mean absolute error489

of the D∗
rec and D∗

truth, which mainly reflects the overall490

accumulated difference between the two trajectories and is also491

bounded by [0, 1].492

QFE = f (D∗
rec, D

∗
truth) , (8)

493

GAE =
1

N

N∑
i=1

|D∗
rec(i)−D∗

truth(i)|. (9)

Finally, we give the Fréchet-based similarity error by com-494

bining the QFE and GAE, which is bounded by [0, 2]. The495

smaller the value, the more similar the shape of the two space496

curves.497

FSSE = QFE +GAE. (10)

In addition, to reflect the length difference between two498

trajectories, we define the Length Error Ratio (LER). The499

smaller LER is, the more similar the reconstructed trajectory500

is in length to the true trajectory. When the two curve length 501

is consistent, LER=1. 502

LER =
max {Lreconstructed, Ltruth}
min {Lreconstructed, Ltruth}

, (11)

where Lreconstructed and Ltruth represent geodesic distance 503

(i.e. the curve length) of the reconstructed and true trajectories, 504

respectively. 505

III. EXPERIMENTS 506

A. Experimental settings 507

We invite 10 volunteers (6 young males and 4 young 508

females) to collect their motion data. The motion is recorded 509

by an inertial sensor module (Yesense YIS300) and an 8- 510

camera optical equipment (Nokov Mars2H), respectively. 511

Our method is implemented with Python based on PyTorch 512

on a computer with Intel(R) Xeon(R) W-2133 CPU, 64 GB 513

RAM. The 1D-CNN model in the segmentation task contains 514

6 convolutional layers and 2 fully connected layers, which is 515

trained for 100 epochs. The 1D-CNN model in the classifica- 516

tion task contains 3 convolutional layers and 1 fully-connected 517

layer, which is trained for 20 epochs. In the geometric model 518

parameter prediction task, the extra-supervised learning model 519

employs a 1D-ResNet with 18 convolutional layers as a feature 520

extractor and three parallel single-layer MLPs as prediction 521

head, which is trained for 300 epochs. 522

B. Collection of the trajectory data set 523

Each volunteer makes a continuous motion at a speed of 524

0.5-1.5m/s in no more than 3 minutes. The motion process 525

is simultaneously collected by the inertial sensor and the 8- 526

camera optical motion capture system. We use Python3.6 to 527

visualize the motion trajectory collected by the optical system. 528

We then manually label the segmentation points and the 529

geometric model category matched by the divided trajectory 530

fragments by observation of the real optical trajectories. We 531

randomly select the data of nine volunteers as the training 532

set, which includes 1210 effective segmentation points and 533
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1200 trajectories fragments (157 polylines, 198 arcs, 381534

polynomial curves, 203 hyperbola curves, and 261 S-shape535

curves). The data of the last volunteer is used as test data,536

which includes 239 segmentation points and 240 trajectories537

fragments (45 polylines, 36 arcs, 59 polynomial curves, 47538

hyperbolic curves, and 53 S-shape curves).539

The inertial sensor can measure the specific force, which is540

the vector difference between the actual body acceleration and541

the gravity vector and three-dimension angular velocity data.542

The optical facility includes 8 high-speed cameras, which can543

synchronously record the moving trajectory from their own544

view. When the object attached with the reflective markers545

moves within the view field of the cameras. The accuracy546

of the stereophotogrammetric system can be even higher than547

centimeters, up to submillimeter, as described in [49]. It should548

be noted that the layout of reflective balls is asymmetric, which549

ensures that the distance between any two balls is different. So550

the optical camera system can still record the racket movement551

by capturing at least any two balls. The collection of a concrete552

object movement is shown in Fig. 7. In order to keep time553

alignment, we uniformly adjust the sampling frequency of the554

optical and inertial sensors to 200 Hz. Therefore, the data555

collection of the two sensors can be synchronized.556

Fig. 7: The scene of motion collection within the optical
camera facility (the left panel), and the racket attached with
an inertial sensor and five optical markers (the right panel).

The optical trajectory data provides a convenient way of557

making the segmentation and classification labels. If there is558

an approximate acute angle in the trajectory (like the angle in559

the Fig. 4), the position is marked as the segmentation point.560

Further, the geometric type of the trajectory segment between561

two segmentation points can be determined by observation.562

Since the inertial data is synchronized with the optical data,563

we record the start time An, the end time Bn and its geometric564

type Cn of the n-th trajectory segment for the original 6-axis565

inertial data. Then we get sequence Q which contains a series566

of the triple segmentation labels: start point, end point and567

classification type:568

Q = (A1, B1, C1), (A2, B2, C2) · · · (An, Bn, Cn). (12)

At the stage of the previous segmentation, we identify the569

classification label of each segment, which indicates that the570

corresponding geometric model is used to match the seg-571

mented curve. Given a geometric model matched by an inertial572

data segment, the parameters of the geometric model are still573

unknown, so we employ a deep learning model to predict the574

parameters of the matched geometric model. The training of 575

the deep learning model requires a training set with the known 576

parameter labels of the geometric model. Therefore, in order 577

to obtain the geometric parameter-prediction labels for the 578

inertial sensor data segment, the synchronized optical sensor 579

data is used to predetermine the geometric model parameters 580

as the label reference. The whole process is shown in Fig. 8. 581

Inertial Sensor Data Segment

Deep Learning Model

Synchronization

Optical Sensor Data Segment
(Trajectory)

Training Labels

Geometric Model
Parameters 

Bi-LSTM Model

Geometric Model
Parameter Labels

Fig. 8: The geometric model parameters for the given inertial
segments are predicted by a deep learning model, which is
trained with the guidance of parameter labels predetermined
by the Bi-LSTM model under the case of optical data segment.

Finally, the Trajectory Reconstruction Dataset (TR-Dataset), 582

of which each sample data is segmented by labeling the start 583

point, end point, segment geometric type and each sample 584

data is also equipped with a group of geometric parameters, 585

is established for training the models used in trajectory recon- 586

struction of inertial data. As presented in Fig. 1, the motion 587

segmentation method, 1D-CNN model and extra-supervised 588

learning method respectively employ the segmentation labels, 589

the classification labels, and the parameter labels. 590

IV. RESULTS 591

A. Motion segmentation 592

We first examine the accuracy of motion segmentation. the 593

segmentation points are classified as 25 categories according 594

to the types of trajectory segments before and after them. We 595

input the inertial data to the motion segmentation algorithm 596

in Section 3.1 and summarize the segmentation results by two 597

confusion matrices, as shown in Fig. 9, where the rows and 598

columns of the matrices respectively correspond to the types 599

of trajectory before and after the segmentation point. Fig. 9(a) 600

represents the detection accuracy of the algorithm for all the 601

segmentation positions. For instance, 0.909 in the 2nd row 602

means that in the test data, when the current segment is an arc 603

and the next segment is a polyline, the identification accuracy 604

of such segmentation points is 90.9%. 605

We then compute the average time error in milliseconds 606

between the real and predicted segmentation positions, and the 607

confusion matrix about the deviation in Fig. 9(b) is obtained. 608

It is found that the algorithm has a high detection accuracy 609

for the segmentation points in between the polylines and arcs, 610

and the time error of such segmentation is also small. Since 611

these two types of curves are significantly different, it is 612

easy to be identified by the algorithm when the trajectory 613

changes. The identification accuracy of those segmentation 614

points belonging to the four categories of polynomial and S- 615

shape curves is relatively low. Essentially there exists a high 616
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Geometric type after
the segmentation point

Geometric type before
the segmentation point (b) time error /msGeometric type before

the segmentation point (a) detection accuracy
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the segmentation point

Fig. 9: Confusion matrix obtained from the result of motion
segmentation. The left panel shows the detection accuracy of
the motion segmentation model for different categories of seg-
mentation points; The right panel shows the time error of the
segmentation model for different categories of segmentation
points in the unit of millisecond.

similarity between these curves identified as the polynomial617

and S-shape types. It is challenging for the segmentation618

method to detect these types of segmentation points. Due619

to the manual labeling of segmentation points, obviously620

the selection of segmentation points and location labeling is621

not unique, so different segmentation appears to be tolerant,622

which is feasible for the following segment approximation.623

According to the reconstruction results of the segments, the624

parameter prediction method exhibits good adaptability to625

the variation of trajectory segmentation. In addition, it is626

observed that the maximum deviation between our algorithm627

and manual labeling is no more than 0.12 seconds, which is628

acceptable for the subsequent trajectory reconstruction in this629

case study.630

B. Classification and segmental reconstruction631

After obtaining the segmentation points, each segment is632

then matched with a geometric model by the 1D-CNN model.633

Among 240 segments in the test set, 235 samples are matched634

with the correct geometric model, and the classification accu-635

racy reaches 97.9%. Finally, the parameters of the geometric636

models are estimated by the trained extra-supervised learning637

model. The trajectory reconstruction results based on the four638

types of geometric models are presented in Fig. 10, where we639

test each geometric model with three different inertial data.640

It can be seen that the reconstruction effect of the geometric641

model on the trajectory is related to the complexity (number642

of parameters) of the geometric model. The polyline model,643

which contains six parameters, obtains accurate trajectory644

reconstruction. In contrast, the arc, polynomial, and hyperbolic645

models are a little complicated with 8, 7, and 7 parameters,646

respectively. The corresponding data segment is slightly insuf-647

ficient compared with the polyline geometric model but their648

reconstruction performance is still good.649

We select three S-shape curves with significant differences650

from the trajectory fragments to show the reconstruction per-651

formance of the extra-supervised learning method, as demon-652

strated in Fig. 11. It is found that the fitting performance of653

these geometric models is closely related to the characteristics654

of the segments, which is highlighted by the matching level655

Fig. 10: The trajectory reconstruction by the four types of
geometric models. The first, second, third and fourth columns
correspond to the results of the polyline model, arc model,
polynomial model and hyperbolic model. In each panel the
blue one is the real trajectory segments and the red one is the
reconstructed curve.

(i.e., the extra supervised item) ẑi as an assessment of geomet- 656

ric model fitting on the target. The largest ẑi values indicate 657

the appropriate geometric model for the input segment as well 658

as the accurate trajectory reconstruction. Specifically, albeit the 659

concise S-shape geometric model shows low matching in the 660

first two reconstruction tasks, it can achieve a precise recon- 661

struction of the certain curve, like Trajectory3, which also sug- 662

gests the rationality of this concise S-shape geometric model 663

and the effectiveness of the extra-supervised learning method. 664

For the parameter prediction of other geometric models, fewer 665

subtasks can be deployed in the proposed framework. For 666

instance, the polynomial geometric model is divided into two 667

subtasks: the cubic and parabolic models. The polyline, arc, 668

and hyperbolic geometric models are relatively simple, and the 669

ideal parameter prediction results can be obtained without task 670

decomposition under the extra-supervised learning framework. 671

We note that the extra-supervised learning method supports the 672

further decomposition of tasks. When the first-level subtasks 673

are still complex and the deep learning model is difficult to 674

achieve the desired accuracy, we can decompose them into 675

the second-level subtasks or even the third-level subtasks with 676

their own extra supervision items. This process artificially 677

introduces the prior information about the trajectory types, 678

thereby making the model adaptive to the diverse trajectory 679

features. 680

C. Validation on various experimental scenarios and 681

sensors 682

The aforementioned data collection process constructs the 683

Trajectory Reconstruction Dataset (TR Dataset), which con- 684

tains 1200 samples for training and 240 samples for testing. 685

This test data collection process is the same as that of the 686

training set. We first test the trajectory reconstruction effect on 687

the TR Dataset. Five spatial trajectories with diverse morpho- 688
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Trajectory1 Trajectory2 Trajectory3

z = 0.398z = 0.479z = 0.896

z = 0.657z = 0.911z = 0.513

z = 0.984z = 0.056z = 0.302

Fig. 11: Reconstruction on three wavy trajectories. Each
column shows the reconstruction results of three geometric
models (red curve) for one real trajectory sample (blue curve).
ẑ represents the matching level between the candidate geomet-
ric model and the segment.

logical differences are selected to present the performance of689

the method, as shown in Fig. 12. We also project the trajectory690

in the coordinate planes of XY, XZ and YZ for a detailed691

comparison. It demonstrates that the reconstructed trajectory692

has a high similarity with the real trajectory (recorded by the693

optical sensor) from different perspectives.694

To compare the performance of our method with other695

trajectory reconstruction methods, we use the FSSE to quantify696

their reconstruction accuracy for the trajectories in Fig. 12.697

The baseline method is based on inertial navigation algorithm698

as introduced. On the basis of the baseline method, the zero-699

velocity compensation (ZVC) method uses the characteristic700

of the static state at the motion ending to compensate for701

the velocity calculation process, so the cumulative error in702

the trajectory calculation can be alleviated partly [50]. The703

wavelet transform method can reduce the noise of the IMU704

signal for better trajectory [51]. On this basis, Li et al.705

[52] perform empirical mode decomposition (EMD) on the706

signal and then perform wavelet threshold de-noising on the707

decomposed signal. The FSSE and LER between the trajectory708

obtained by each method and the real trajectory is given in709

Table I. Obviously, our method has a higher FSSE for each710

trajectory, which means that the trajectory reconstructed by our711

GDSR method is closer to the real trajectory in morphology.712

713

Furthermore, to test the computational efficiency of our714

method, we test the operation time of the four modules715

when reconstructing previous the five trajectories, as listed in716

Table II. It can be found that for most trajectories, the total717

reconstruction time is about 1 second. For the complicated718

trajectory like Track4, the extra-supervised learning model719

needs to make parameter predictions such that it takes about720

1.5 seconds for reconstruction. In fact, although the 1D-CNN721

and BiLSTM models consume some time in the training stage,722

they are quite efficient in testing.723

In addition, we also design another inertial data acquisition724

Projection of trajectory reconstruction
results on XY plane

Projection of trajectory reconstruction
results on XZ plane

Projection of trajectory reconstruction
results on YZ plane

Trajectory reconstruction results
from 3D perspective

Track1

Track2

Track3

Track4

Track5

Fig. 12: The reconstruction results of five arbitrary tracks in
the first column and their projection in the second, third and
fourth columns. In each panel the blue and red curves are the
real trajectory and reconstructed curves, respectively.

TABLE I: Comparison of various trajectory reconstruction
methods in terms of FSSE and LER for five real trajectories.

Index Methods Track1 Track2 Track3 Track4 Track5

L
E

R

Inertial navigation 3.132 2.375 2.943 2.806 2.654
ZVC 1.574 1.599 1.698 1.449 1.523

Wavelet 2.056 2.365 2.132 1.914 1.896
EMD+Wavelet 1.456 1.502 1.557 1.437 1.535
Ours (GDSR) 1.221 1.053 1.018 1.200 1.075

FS
SE

Inertial navigation 1.178 1.370 0.978 0.691 0.531
ZVC 0.078 0.082 0.372 0.085 0.133

Wavelet 0.850 0.153 0.318 0.106 0.157
EMD+Wavelet 0.180 0.085 0.152 0.171 0.094
Ours (GDSR) 0.035 0.049 0.060 0.052 0.074

experiment and test the trajectory reconstruction effect of our 725

GDSR method. As presented in Fig. 13, an IMU is attached at 726

the end of the robot arm. We drag the arm to make an arbitrary 727

movement for 60 seconds, of which slow, medium, and fast 728

movements last for 20 seconds, respectively. The mechanical 729

arm can record its motion and output the reference trajectory. 730

The reconstruction results for slow, medium, and fast motion 731

are reported in Fig. 14 and their reconstruction error is given 732

in Table III. 733

D. Validation on a public dataset 734

In order to verify the performance of our GDSR method 735

in different experimental environments, we employ a pub- 736
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TABLE II: The operation time in seconds of the four modules
in our method when reconstructing five trajectories.

Modules Track1 Track2 Track3 Track4 Track5
Motion segmentation 0.179 0.214 0.209 0.244 0.216
Motion recognition 0.012 0.012 0.012 0.013 0.011

Parameter prediction 0.847 0.859 0.821 1.316 0.431
Trajectory splicing <0.001 <0.001 <0.001 <0.001 <0.001

Total 1.038 1.085 1.042 1.573 0.658

Fig. 13: The experiment scene of motion collection by a robot
arm (the left panel), and the arm end with an IMU sensor (the
right panel). The IMU is Xsens DOT V2 and the mechanical
arm is ROKAE xMate ER3 Pro.

lic dataset, mimu optical sassari dataset, which provides the737

magneto-inertial signals and corresponding trajectory refer-738

ence acquired by a stereophotogrammetry system [38]. It is a739

comprehensive dataset for motion capture based on inertial and740

optical sensors. The dataset has three experimental scenarios:741

fast, medium, and slow. For each scenario, we present three742

trajectory reconstruction results, as shown in Fig. 15. In743

addition to visible results, we also give quantification analysis744

in terms of FSSE to measure the morphological error and LER745

to measure the length error between the nine reconstructed746

trajectories and corresponding real trajectories, as shown in747

Table IV.748

(c)(b)(a)

Fig. 14: Trajectory reconstruction results for the inertial data
collected from the robot slow speed motion (a), medium speed
motion (b) and fast speed motion (c). In each panel the blue
and red curves are the real trajectory and reconstructed curves,
respectively.

TABLE III: Numerical results of the morphological error and
length error between the reconstructed and real trajectories
based on the robot motion data.

Quantitative index Fast Medium Slow
Length error (LER) 1.096 1.052 1.012

Morphological error (FSSE) 0.022 0.015 0.047

(a) 

(b)

(c)

Fig. 15: Trajectory reconstruction results for the public data
under three experimental scenarios: fast (a), medium (b), and
slow (c). In each panel the blue and red curves are the real
trajectory and reconstructed curves, respectively.

E. Generalizability and sensitivity analysis 749

1) Analysis of training strategy: Nagarajan et al. [53] prove 750

that the generalization bound can increase with the dataset 751

size. Therefore, to increase training samples, we adopt a 752

training strategy that does not rely on the validation set [54]. 753

In our experiment, the training loss shows the features that 754

can be used to determine the optimal training epoch. While 755

the training loss decreases to a low level, it then stabilizes for 756

some epochs. Then after more training epochs, the training 757

loss is inclined to fluctuate. Charles et al. [55] prove that 758

the fluctuation is a manifestation of overfitting and explain 759

its rationality from the perspective of statistical mechanics. 760

Therefore, we set the time of switching from the stable state 761

to fluctuating state in training loss as the optimal training 762

epoch. The operation is shown in Fig. 16. First, we run with a 763

number of epochs to get the training loss from underfitting to 764

overfitting. Due to the low resolution of the curve, we can not 765

accurately obtain the turning point between the stable state 766

and the fluctuating state, so the certain interval is enlarged 767

for a better identification. Finally, the selected epoch (511) 768

is marked by the red dot in Fig. 16. We also use the early 769

stopping strategy to train the model, and the resulting epoch 770

(487) is marked by the blue dot in the figure. It can be found 771

that the training epoch obtained by our method is very close 772
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TABLE IV: Numerical results of the morphological error and length error between the reconstructed and real trajectories based
on the public data samples.

Quantitative index Fast1 Fast2 Fast3 Medium1 Medium2 Medium3 Slow1 Slow2 Slow3
Length error (LER) 1.028 1.143 1.053 1.059 1.017 1.048 1.029 1.039 1.252

Morphological error (FSSE) 0.039 0.034 0.026 0.037 0.026 0.059 0.060 0.037 0.061

to that of the early stopping method.773

Clear boundary

Fuzzy boundary
Stable state Fluctuating state

Fig. 16: Training epoch selection based on the training loss.
The black curve represents the loss function, and the three
blue curves above are the certain range enlarging for better
identification. The red dot represents the epoch selected by
our strategy. The blue dot represents the epoch selected by
the early stopping strategy.

To verify the effect of different training epochs on the774

trajectory reconstruction accuracy, we select six models with775

different training epochs (1, 250, 487, 511, 750, 1000) and776

test their trajectory reconstruction performance in terms of the777

FSSE and LER indexes, as shown in Fig. 17. Since the early778

stopping method extracts part of the samples from the training779

set as the validation set, the actual training set is smaller than780

our method. Therefore, it is found that our choice epoch is781

even slightly better than the early stopping choice epoch.

10007505002501
0

0.2

0.4

0.6

0.8

1.0

1

1.5

2.0

2.5

3.0

3.5

LER=3.807

LER=1.976

LER=1.245
(early stopping choice)

LER=1.132 (our choice)

LER=1.498

LER=1.498

FSSE=1.072

FSSE=0.532

FSSE=0.101
(early stopping choice)

FSSE=0.062 (our choice)

FSSE=0.714

FSSE=0.928

FSSE LER

Fig. 17: The trajectory reconstruction effect of models trained
with six training epochs. The red dots represents FSSE of
trajectory reconstruction. The blue dots represents LER of
trajectory reconstruction.

782

2) Analysis of embedded navigation algorithm and calibration783

strategy: To verify the reconstruction effect of the GDSR784

method on the uncalibrated inertial sensors, we collect thirty 785

motion data with three kinds of IMUs (Yesense YIS300, 786

WITE BWT901CL, Xsens DOT V2) under calibrated and 787

uncalibrated conditions, respectively. The average trajectory 788

reconstruction performance is evaluated by LER and FSSE, 789

as shown in Table V. It can be found that the LER and 790

FSSE under both conditions are small, thereby indicating the 791

generalization of our method for different IMUs. In addition, 792

the difference of numerical results between the two conditions 793

is slight, which demonstrates the robustness of our method 794

against IMU calibration condition. 795

TABLE V: Numerical trajectory reconstruction results of three
IMUs under calibrated and uncalibrated conditions based on
the GDSR method.

Index Condition Yesense YIS300 Xsens DOT V2 WITE BWT901CL

LER Uncalibrated 1.291 1.229 1.289
Calibrated 1.285 1.221 1.277

FSSE Uncalibrated 0.067 0.059 0.061
Calibrated 0.062 0.057 0.060

In addition, we test the impact of different embedded 796

navigation algorithms on the GDSR method, and the nu- 797

merical results are given in Table VI. Compared with the 798

most basic inertial navigation (IN) algorithm, other navigation 799

algorithms have been proven to make improvements in motion 800

estimation, so when embedding them in the GDSR method, 801

the reconstruction scale error, LER, can be slightly reduced. 802

However, since these navigation algorithms cannot obtain 803

accurate motion curves, the shape reconstruction error, FSSE, 804

is almost unchanged for all the four algorithms embedded into 805

the GDSR method. 806

TABLE VI: Trajectory reconstruction results of the GDSR
method embedded with four navigation algorithms.

Index GDSR(IN) GDSR(ZVC) GDSR(Wavelet) GDSR(EMD+Wavelet)
LER 1.098 1.091 1.101 1.084
FSSE 0.051 0.053 0.051 0.050

V. DISCUSSION 807

Our trajectory reconstruction method performs well on mul- 808

tiple datasets. It has significant value for applications that rely 809

on motion trajectory morphology. Meanwhile, to measure the 810

morphological error of the reconstructed curves, we propose a 811

Fréchet-based similarity error, which can avoid the influence of 812

spatial position and direction difference between two curves. 813
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This indicator verifies the feasibility and effectiveness of the814

proposed method for diverse datasets.815

The visualization and numerical comparison of trajectory816

reconstruction show that the proposed method can reconstruct817

various real trajectories accurately. Specifically, the FSSE818

reveals that the reconstruction accuracy for the complicated819

motion trajectory is relatively higher as they usually contain820

more direction or spatial changes for potential segmentation.821

So the proposed method can find the appropriate segments822

and give better segment reconstruction. We also note that the823

FSSE results of fast and medium motion are lower compared824

with some slow motion according to Table IV. The direction825

often changes significantly or frequently under fast motion, so826

it is convenient to identify appropriate segmentation points,827

thereby leading to better reconstruction performance. Mean-828

while, since human motion, especially gesture movement, can829

be regarded as complicated motion, our method is competent830

for the trajectory reconstruction of human motion.831

We examine the trajectory reconstruction time of our832

method, including the four embedded modules. According833

to Table II, the total reconstruction time of Track1, Track2,834

Track3, and Track4 is about 1 second. For Track5, the re-835

construction can be completed in less than 1 second. Note836

that all the times include the data loading time. It indicates837

that the proposed method can approximately achieve real-time838

trajectory reconstruction. In the future, we intend to optimize839

the geometric model parameter estimation and further improve840

the trajectory reconstruction efficiency for a shorter time.841

VI. CONCLUSION842

This paper proposes an inspiring method for an accurate843

trajectory reconstruction. On this basis, it has wide applica-844

tions in exercise health, human-computer interaction, semantic845

recognition, and other fields. Our method can be divided into846

four parts: motion segmentation, motion state recognition, geo-847

metric parameter prediction, and segmented trajectory splicing.848

Among them, motion segmentation and geometric parameter849

prediction are two key tasks.850

For the task of IMU motion segmentation, we propose a851

temporal and spatial fusion segmentation method that com-852

bines the dynamic feature of acceleration and angular velocity853

in IMU signals with the spatial morphological feature of854

motion. The dynamic feature extraction of the IMU signal855

is achieved by the data-driven model (1D-CNN). Meanwhile,856

the spatial morphological feature extraction is achieved by the857

multi-scale spline function and the Fréchet distance. By the858

fusion of the two features, the motion segmentation algorithm859

has strong adaptability to various trajectory scenarios and wide860

applicability to practical cases.861

For the task of geometric parameter prediction, the 1D-862

CNN can achieve accurate prediction for the general geometric863

models such as polyline, arc, and hyperbola. Taking three864

kinds of S-shape geometric models into account, we propose865

an extra-supervised learning method, which integrates multiple866

S-shape model parameter prediction tasks into a deep learning867

framework, thereby improving the utilization efficiency of868

training samples and the parameter prediction accuracy. The869

experimental results demonstrate that the matched geometric 870

model can accurately reconstruct the given trajectory frag- 871

ments. 872

To quantify the similarity of the reconstructed and original 873

trajectories, we design the FSSE index with the range of 874

[0, 2] and the LER index with the range of [1, +∞]. In 875

the extensive experiments, the FSSE of our method is less 876

than 0.074, and the LER is less than 1.221, which achieves 877

the SOTA performance. In addition, we test different IMUs 878

in two experimental scenarios and one public dataset. The 879

results demonstrate that the GDSR method presents superiority 880

for different data collection processes and usage scenarios of 881

the inertial sensor. We further perform the generalizability 882

and sensitivity analysis on the GDSR method. Firstly, we 883

provide an analysis of our training epoch selection strategy. 884

Benefiting from the non-dependence on the validation data, our 885

epoch selection strategy obtains stronger generalization than 886

the early stopping strategy since it allows us more samples 887

for training. We then test the GDSR method using three types 888

of IMUs in both calibrated and uncalibrated conditions. The 889

results demonstrate that our method is independent of the IMU 890

types and calibration conditions. Finally, we test the influence 891

of different embedding navigation algorithms on the GDSR 892

method. The various embedding navigation algorithms do not 893

affect the trajectory reconstruction accuracy of our GDSR 894

method. 895

APPENDIX 896

VISUALIZATION OF THE GEOMETRIC MODELS 897

(a) (b)

Fig. 18: Visualization of the polyline model in space. As an
illustration, (a) shows the polyline model scattered in two
fixed planes; (b) shows the polyline model rotating around
two central axis. The color lines represent the morphological
variation with the different parameter configuration.
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[14] C. Mazzà, L. Alcock, K. Aminian, C. Becker, S. Bertuletti, T. Bonci, 944

P. Brown, M. Brozgol, E. Buckley, A.-E. Carsin et al., “Technical 945

validation of real-world monitoring of gait: a multicentric observational 946

study,” BMJ open, vol. 11, no. 12, p. e050785, 2021. 947

[15] V. Camomilla, E. Bergamini, S. Fantozzi, and G. Vannozzi, “Trends 948

supporting the in-field use of wearable inertial sensors for sport perfor- 949

mance evaluation: A systematic review,” Sensors, vol. 18, no. 3, p. 873, 950

2018. 951

[16] P. Picerno, V. Camomilla, and L. Capranica, “Countermovement jump 952

performance assessment using a wearable 3d inertial measurement unit,” 953

Journal of sports sciences, vol. 29, no. 2, pp. 139–146, 2011. 954

[17] D. Giansanti, S. Morelli, G. Maccioni, and G. Costantini, “Toward the 955

design of a wearable system for fall-risk detection in telerehabilitation,” 956

Telemedicine and e-Health, vol. 15, no. 3, pp. 296–299, 2009. 957

[18] H. M. Hondori, M. Khademi, and C. V. Lopes, “Monitoring intake 958

gestures using sensor fusion (microsoft kinect and inertial sensors) for 959

smart home tele-rehab setting,” in 2012 1st Annual IEEE Healthcare 960

Innovation Conference, 2012. 961

[19] I. Weygers, M. Kok, M. Konings, H. Hallez, H. De Vroey, and K. Claeys, 962

“Inertial sensor-based lower limb joint kinematics: A methodological 963

systematic review,” Sensors, vol. 20, no. 3, p. 673, 2020. 964

[20] P. Picerno, A. Cereatti, and A. Cappozzo, “Joint kinematics estimate 965

using wearable inertial and magnetic sensing modules,” Gait & posture, 966

vol. 28, no. 4, pp. 588–595, 2008. 967

[21] A. Zedda, E. Gusai, M. Caruso, S. Bertuletti, G. Baldazzi, S. Spanu, 968

D. Riboni, A. Pibiri, M. Monticone, A. Cereatti et al., “Domomea: A 969

home-based telerehabilitation system for stroke patients,” in 2020 42nd 970

Annual International Conference of the IEEE Engineering in Medicine 971

& Biology Society (EMBC). IEEE, 2020, pp. 5773–5776. 972

[22] E. Digo, L. Gastaldi, M. Antonelli, S. Pastorelli, A. Cereatti, and 973

M. Caruso, “Real-time estimation of upper limbs kinematics with imus 974

during typical industrial gestures,” Procedia Computer Science, vol. 200, 975

pp. 1041–1047, 2022. 976
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