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Abstract
Successful surgical operations are characterized by preplanning routines to be executed during actual surgical operations. 
To achieve this, surgeons rely on the experience acquired from the use of cadavers, enabling technologies like virtual reality 
(VR) and clinical years of practice. However, cadavers, having no dynamism and realism as they lack blood, can exhibit lim-
ited tissue degradation and shrinkage, while current VR systems do not provide amplified haptic feedback. This can impact 
surgical training increasing the likelihood of medical errors. This work proposes a novel Mixed Reality Combination System 
(MRCS) that pairs Augmented Reality (AR) technology and an inertial measurement unit (IMU) sensor with 3D printed, 
collagen-based specimens that can enhance task performance like planning and execution. To achieve this, the MRCS charts 
out a path prior to a user task execution based on a visual, physical, and dynamic environment on the state of a target object 
by utilizing surgeon-created virtual imagery that, when projected onto a 3D printed biospecimen as AR, reacts visually to 
user input on its actual physical state. This allows a real-time user reaction of the MRCS by displaying new multi-sensory 
virtual states of an object prior to performing on the actual physical state of that same object enabling effective task planning. 
Tracked user actions using an integrated 9-Degree of Freedom IMU demonstrate task execution This demonstrates that a 
user, with limited knowledge of specific anatomy, can, under guidance, execute a preplanned task. In addition, to surgical 
planning, this system can be generally applied in areas such as construction, maintenance, and education.

Keywords  Task planning · Augmented reality · Three-dimensional biological printing · Inertial measurement unit

1  Introduction

Task planning is a major facet of numerous fields such 
as healthcare, construction, and transportation because 
it allows for greater accuracy and speed in complet-
ing important tasks. To increase the performance of 
task planning approaches, systems that can mimic the 

potential environment both with computational and physi-
cal approaches may provide significant help to the user. A 
task planning system that comprises singular components 
acting in unison toward a common goal is wholly functional 
if it can effectively execute a defined preplanned task set by 
a user.

In the current medical space for task planning, physicians 
use visual planning tools like scanned images from Com-
puted Tomography (CT) (Marquez et al. 2021) in guiding 
them throughout a surgical operation Kersten-Oertel et al. 
(2013) or clinical diagnosis (Clymer et al. 2020). In addi-
tion, the use of detailed simulated anatomical environments 
(Dilley et al. 2020) has also been pursued as this approach 
may have added benefits for surgical navigation (Tamam 
and Poehling 2014). However, creating such accurate physi-
cal environments that are unique can be resource-intensive 
due to the variations in physiology from person to person 
(Pfeiffer et al. 2018). In surgery, this approach would be 
nearly impractical as the models would need to be both 
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physically and visually realistic across a diversity of people. 
Furthermore, the use of cadavers as alternates for physi-
cally realistic models is challenging as they may not only 
fail to represent the anatomical physiology for specific pro-
cedures (Balta et al. 2015; Kennel et al. 2018) but are also 
not commercially widely available for unlimited use Kim 
et al. (2019). To this end, surgeons rely heavily on their years 
of clinical exposure which can restrict challenging surgical 
procedures to a few specialists (Curtis et al. 2020).

The use of virtual imagery in surgery (Yeung et al. 2021; 
Al Janabi et al. 2020; Lam et al. 2014) through immersive 
engagement in systems, like virtual reality (VR) platforms 
for planning, has been shown to be effective in surgical 
operations involving ortho-organic, traumatic, and micro-
surgery of the craniofacial skeleton (Efanov et al. 2018; 
Neumann et al. 1999; Lin et al. 2022). The current use of 
virtual imagery also provides opportunities for surgical 
technique iteration and examination in various clinical sce-
nario settings as the surgical scene can be reused (Efanov 
et al. 2018). In these instances, task planning using AR sys-
tems has been based on three main areas: haptic feedback, 
sensitivity, and navigation; these areas make the approach 
comparable to industry standard VR systems/simulators that 
already employ these features (Fan et al. 2018; Carmigniani 
et al. 2011).

The primary feature, referred to as Haptic Feedback, is 
the information response that virtual environments provide 
to the user based on the user’s input or interaction. The 
information response can be characterized as a mix of sen-
sory and force stimulation before, during, and after the user 
engagement with the target virtual platform and/or virtual 
object. Despite recent advances in realism in virtual envi-
ronments, like the use of 3600 stereoscopic videos (Puli-
jala et al. 2018) to enhance three-dimensional interaction, 
faulty estimates in egocentric distances between the human 
observer and surrounding objects still exist (Geuss et al. 
2015). These egocentric distances not only influence user 
interaction through depth perception (Creem-Regehr et al. 
2015) but also limit the ability of a VR system to be effective 
in task execution as they are negatively perceived (Grushko 
et al. 2021). This negative perception of the haptic feedback 
due to misalignment further limits the realism associated 
with objects as they are deemed non-responsive rendering 
VR systems, inaccurate, and unreliable. Efforts to combat 
this non-responsiveness include introducing visual or tactile 
feedback (Tovares et al. 2014) like haptic devices that are 
worn by the user to physically notify them of object interfer-
ence during task execution (Tan et al. 2021), attaching hand-
held force magnifiers on surgical tools (Lee et al. 2012). 
Unfortunately, these add weight to the associated user as 
they can be bulky and can also require advanced skill appli-
cation among users to ensure task completion, cutting out 
those with limited skills (Ritchie et al. 2021). Furthermore, 

the additional cost associated with using these VR systems 
to provide these capabilities limits widespread integration 
into the medical and clinical practice (Alaker et al. 2016).

The second feature, Sensitivity, is the ability of the sys-
tem to account for and quantify changes within its immediate 
virtual environment. This directly correlates with the align-
ment of the virtual imagery projected onto a target object 
and parameters associated with the user interaction, e.g., 
time to recognize the discrepancy or hesitancy to proceed 
due to image misalignment (Deutschmann et al. 2008). In 
some instances, where VR Systems are used, like in sur-
gical planning procedures, corrections of approximately 
0.48 cm (Qiu et al. 2019) in virtual prostate simulations can 
be used to check organ dimensions and determine adjust-
ments needed to be made for proper image correlation by 
the user. Thus, any misalignment that is expressed within 
the VR System can have an incorrect pathology diagnosis 
(Fan et al. 2021). The sensitivity is important because any 
minute difference in sensitivity can make a system unreliable 
and unusable (Abich et al. 2021).

The third feature of VR simulators, navigation, is the abil-
ity of the system to track the user and/or target object in a 
defined space to provide a feedback loop for image place-
ment in the user’s field of view. Objects that move dynami-
cally can have multiple coordinates as they shift in real-time. 
To obtain accurate measurements of these dynamic objects 
in scenarios involving virtual imagery, Inertial Measurement 
Unit Sensors (IMU) utilizing 6 degrees of freedom (DOF) 
(Luo et al. 2010) and optical trackers (Vishniakou et al. 
2019) have been proposed. However, optical trackers still 
require a direct line of sight between the user and the tar-
get object, which can negatively impact surgical technique. 
IMUs can track object motion without the need to physically 
see the device, which can be a significant advantage (Kabuye 
et al. 2022).

Aside from these three features of VR systems that are 
needed to render them useful, additional issues exist. Inac-
curate user hand-eye coordination (Mutasim et al. 2020) 
as well as cybersickness (Martirosov et al. 2022), while 
attempting to match virtual planning aids, can lead to dif-
ficulty in task planning execution. This difficulty in task 
planning execution is further exacerbated by the skill set of 
the user greatly varying from novice to expert (Jannin and 
Morineau 2018).

Given these limitations with current VR Systems, and to 
bridge these gaps, we introduce the use of augmented real-
ity (AR) in surgical planning combined with physical 3D 
printed model systems.

AR is an approach that is related to the Reality–Virtu-
ality (RV) continuum (Skarbez et al. 2021), which distin-
guishes objects from a real or virtual perspective. When a 
virtual object is brought into the physical environment, it 
is then referred to as AR (Liberatore and Wagner 2021). 
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When a user interacts with an AR image or virtual envi-
ronment in a physical space, then it is referred to as Mixed 
Reality (MR) (Carmigniani et al. 2011). These virtual 
environments are comprised of singular components that 
are generated and programmed to respond to user interac-
tions either as a collective or within their singular pieces 
all in a module. User interactions are defined as recipro-
cal actions or influence of the user with the objects in 
their physical and virtual environment. Once these virtual 
environments are placed via projection or any other means 
onto any independent target, i.e., an object outside the AR 
system, that target then exhibits dynamic motion independ-
ent of the virtual imagery. Then, the components within 
these virtual environments can either match these dynamic 
motions or demonstrate a dynamic path for the independ-
ent target based on user interactions. Our approach uses 
the field of view of the user to predict the future state of 
the target and then, projects this predicted state in the form 
of an AR image into the field of space, enabling the visu-
alization of the user with regard to their intended action 
on the independent target. AR has previously been used in 
educational settings (Garzón et al. 2019) to demonstrate 
learning gains and in healthcare scenarios to reduce the 
cognitive decline negatively associated with task perfor-
mance when route planning is introduced (Pereira et al. 
2019) as well as shorten task assembly times (Baird and 
Barfield 1999). AR has also been employed in mobile 
platforms for successful micro-surgical dissection (Ren-
ner et al. 2013).

We propose the combination of an AR environment 
and the 3D printed systems to enhance task planning in 
surgery. This approach is important as it demonstrates the 
required tactile, haptic feedback that would come from 
a user and object interaction through MR. Further, for 
surgical planning where the anatomy is both unique in 
texture and size, 3D bio-printing (Lee et al. 2019; Mir-
damadi et al. 2020) of complete anatomical structures 
using hydrogels such as collagen is employed (Sei et al. 
2014). Such a system will look and feel more realistic to 
the user, and by connecting an IMU to a surgical tool, the 
precise incision of the procedure can be not only felt but 
visually simulated.

This proposed combination of multi-level systems into 
a single MR system architecture provides avenues for task 
planning by not only incorporating realistic haptic feedback 
but also replicating complex anatomical pathologies (Tejo-
Otero et al. 2019). These are critical for surgical technique 
planning to reduce the lengthy clinical exposure time in 
training that is required for positive and efficient surgical 
execution. In summary, efficiency in task execution could be 
improved using enabling technologies like augmented real-
ity (Alves et al. 2021) combined with physical 3D printed 
specimens to preplan task execution.

2 � Method

In this section, we detail the approach used in setting up the 
Mixed Reality Combination System (MRCS).

2.1 � System overview

The proposed Mixed Reality Combination System (MRCS) 
has three main components: the AR environment, the 
Printed environment, and the IMU Tracking (Fig. 1). The 
AR environment contains the composite virtual imagery to 
be projected onto the target area. The AR Device serves as 
the conduit platform through which the AR environment is 
placed in the user’s field of view, encompassing the target 
area and the dynamic target object which includes the 3D 
bio-print. The User Platform consists of the User Interface 
Interaction module that houses the task planning schematic 
for any given task, the dynamic target on which the AR envi-
ronment is projected, the user tracking system that relays 
user task location information (IMUs), and the user as the 
intended recipient of the task planning.

These three components work together to project imagery 
that will guide and inform a user in planning a task for suc-
cessful execution. The overall goal here is a user utiliz-
ing that the MRCS platform would be able to not only see 
projected 3D imagery onto the 3D bio-printed samples in 
their field of view but also can interact with the 3D imagery 
dynamically. The 3D bio-printed samples will then add the 
realism expected from this interaction via haptic feedback 
through the 3D bio-printed sample, as the projected imagery 
adapts and guides the user to the next steps. This overall goal 
is then demonstrated and fully realized in a test scenario.

2.2 � MRCS architecture overview

2.2.1 � AR environment

The Augmented Reality Environment consists of 3D models, 
FEA modeling, and the Virtual Environment.

AR 3D models
Virtual environments can be created using 3D models of 

actual objects (Gasques Rodrigues et al. 2017). To accom-
plish this, AR imagery is first obtained by stitching together 
multiple images to create detailed composite models with 
the required level of object fidelity for printing. Stitching 
involves integrating multiple layers of images for an object 
to create a singular 3D image (Fig. 2). FEA is then integrated 
into these 3D objects to simulate multi-physics responses 
based on user interactions. Each dynamic interaction is mod-
eled to reflect the timed interaction of the user with the target 
AR imagery to be projected in the user’s view. In the case 
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of a surgical technique like a vertical incision, the dynamic 
interaction is the intersection of the scalpel with the tissue 
when the vertical cut is made which then leads the tissue to 
separate. Anatomage Inc. “slices” human anatomy resulting 
in layered models. These layers are then stitched together in 
the MRCS environment to result in 3D models of vascular 
and tissue structures for display. The overlay of the virtual 
models is done with the HMDs’ (i.e., Microsoft HoloLens 
2 Head Mounted Display). The HoloLens 2 is mixed reality 
glasses that can be programmed to project virtual imagery 
into the user’s field of view. The HoloLens 2 has additional 
capabilities for programming that is used to track hand and 
eye movements. It can also use a spatial mapping feature on 
the target area to project updated virtual anatomical imagery 
to match the physical interactions of a user and a target 3D 
printed biospecimen (Evans et al. 2017).

Three-dimensional imagery (Fig. 2) can be obtained from 
a composite of 2D images of various objects intended to 
be in the field of view of the user. The process of stitching 
these 2D images can be done using multi 3rd party soft-
ware. In this paper, we elect to use Anatomage software. 
The output of this 2D image fusion is shown in Fig. 3. The 
final 3D virtual image depends on the target Interaction 
module designed for the user. This allows for multiple itera-
tions and combinations. The 3D imagery can also contain 
programmed dynamic motions that are triggered by user 
interaction with the dynamic target in the defined space as 
monitored by the HMD.

Dynamic FEA image modeling
Multi-physics modeling of dynamic interactions is added 

to the models using the third-party software ANSYS Inc., 
though any high-end commercial FEM package can be used. 
These dynamic interactions are representations of expected 
outcomes of the user interactions with the projected AR 
imagery (Fig. 4). The dynamic responses can be initiated 
in one of two instances when the AR system recognizes the 
user in this field. The first instance is by having an object 
boundary for noting where the position of the user is in rela-
tion to the projected image and the target object. The second 
instance is by using spatial mapping on the HMD to relate 
positions of the virtual environment in relation to the physi-
cal environment, so the dynamic interaction can follow the 
physical user interactions with the target object.

Virtual environment generation
A virtual environment creator is used to superimpose 

the dynamic modeling onto the AR Imagery. This approach 
adds dynamic interactions and responses to the projected 
AR imagery.

For this approach, the stitched AR imagery with the 
FEA module is uploaded to an interactive real-time 3D 
environment, and interaction scripts within the UNITY 
platform are either baseline added or manually authored 
by the researchers to allow for desired interaction with the 
imagery. These scripts (Fig. 5) can include user interac-
tions such as a manipulation handler for engagement with 
the projected 3D imagery; an object manipulator to allow 
for image-defined distortion during the incision; an elastic 

Fig. 1   Mixed Reality Combination System. The three components of the MRCS are the AR environment, the Printed environment (3D Bio-
printed sample), and the IMU Tracking Environment
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manager to recognize different points at which the mate-
rial properties from the FEA modeling need to match the 
physical incision act; and a bounds control to pair with the 

spatial mapping of the HMD to determine where the user 
and the target object are at any given time.

2.2.2 � Printed environment

Bio printed specimen
The MRCS involves a biospecimen (Fig.  6) that is 

printed using a FlashForge 3D Printer customized to 
accept bio-print materials. The 3D prints use 3–4% algi-
nate in an alginate support material cured for 24 h (Lee 
et al. 2019) to approximate human tissue properties like 
vasculature. The 3D bio-printed collagen-based bath mate-
rial for specimen support is approximately 60 μm circular 
gelatin particles that are suitable for printing features of 
50–80 μm from a 140 μm nozzle.

The 3D printed biospecimen is customized to reflect the 
surgical pathology for which surgical planning is difficult 
to navigate for a practicing clinician. The virtual environ-
ment is customized to add the level of detail usually reserved 

Fig. 2   Top(a): 2D Image Stitching Schematic. Schematic showing 
multiple 2D images stitched together to create a 3D CAD Imagery 
using the stereo-lithography (STL) files of the 2D images. Bottom(b): 

2D images of target tissue undergoing stitching using Anatomage 
software to generate 3D imagery (c) 3D CAD Imagery of target tissue

Fig. 3   3D CAD Stitched imagery. 3D Imagery of two target tissues. 
Obliquus Capitis Inferior (Left) and Rectus Capitis Posterior (Right)
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for actual human anatomy interaction such as vasculature 
(Wan et al. 2017) and scaffolds (Yu et al. 2017). Collagen, 
as a material, is chosen for the bio-printing of the specimen 
because it can mimic human tissue properties (Lee et al. 
2019).

2.2.3 � Tracking environment

Inertial measurement unit sensor
The user tracking module consists of two sub-compo-

nents. The first is the HMD spatial mapping feature to visu-
ally track the user tools in the field of view. The second 
sub-component is a 9DOF IMU (InvenSense ICM20948) 
in the form of a flexible IMU (Fig. 7) that can be attached 
to the pivot of any user tool to track motions (Kabuye et al. 

2022). In Fig. 7, the 9DOF IMU is shown attached to a sur-
geon’s scalpel. The wires attached to the flexible IMU are 
for transmitted signals and are connected to a power source. 
The signals can also be transmitted via Bluetooth. The user 
tracking is done to ensure task execution and completion.

2.2.4 � MRCS sub‑architecture

To have all these three components work, the MRCS relies 
on other sub-architecture components. These are the AR 
Device, the User Interaction Platform, and the User interac-
tion module

AR device

Fig. 4   Finite Element Analysis Schematic. Left: 2D image(n) generation from stitching to create 3D Imagery. Right: Different state positions (s) 
for the 3D imagery based on Finite Element Analysis are added to provide a dynamic CAD response for each interaction

Fig. 5   Scripts for Object Interaction in Augmented Reality. Each user 
interaction script represents a predicted interaction by the user and 
the AR environment that contains the 3D imagery. These scripts are 
loaded as an application into the AR Headset and are used to denote 
the transition from State 1 to State 2 of the Dynamic CAD Imagery. 
When a user interacts with the Bio-Print specimen changing it from 

State 1 to State 2, the IMU tracks the user and relays this as addi-
tional information to the user interaction scripts. The HMD also visu-
ally detects user interaction based on the proximity to the projected 
imagery. The Dynamic CAD Imagery state corresponds to a Bio-
Print state as an Augmented Reality environment as it simultaneously 
moves from state 1 (AR1) to state 2 (AR2)
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Fig. 6   3D Bio-printing Setup. a Gelatin bath solution. b Custom 
Printer head to hold nozzles. c 100 μm nozzle loaded with 3% algi-
nate. d Bio-printing of 3% alginate into gelatin support bath. e over-

head view of customized inkjet printer. f Isometric view of custom-
ized inkjet printer retrofitted with a nozzle and printing platform

Fig. 7   a A fully assembled flexible IMU with wires protruding for power and data capture. b A scalpel that has attached to its center, a flexible 
IMU. c A test subject hand holding a scalpel with a flexible IMU attached to the center of the tool
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The AR device is a platform with which virtual environ-
ments are placed in a physical environment through a user-
defined interface. The AR device used here is the Microsoft 
HoloLens 2 Development Edition (MH2), which is a Head 
Mounted Display (HMD) worn by the user. It can stream 
virtual environments into the visual frame of the user via 
3D imagery. The MH2 is programmed to use spatial map-
ping in the software application to identify the position of 
the dynamic target object and further overlay these virtual 
environments onto it. Finite Element Analysis (FEA) is used 
to model the physical motion of the 3D bio-printed object so 
that this information can be linked to the AR environment 
for feedback and motion of the projected system. Once user 
interaction is detected in the proximity of the virtual envi-
ronment being projected onto the dynamic target, through 
spatial mapping of the space around the target object by 
the HMD, the dynamic responses from the 3D bio-printed 
specimen can be matched with a custom FEA Dynamic 
modeling outcome. This is done through the authored script-
ing of the HoloLens 2 application to recognize, through the 
HMD, when the set virtual boundary around the physical 
object is breached due to the dynamic motion of the 3D bio-
printed specimen. This virtual dynamic response is done 
to match the physical environment feedback. The matching 
ensures that the virtual environment in the field of view of 
the user changes to a future expected state of the 3D printed 
biospecimen. The AR device can detect the motions of the 
target object and match them with the 3D imagery before, 
during, and after user interaction. This process is based on 
the customized FEA dynamic analysis performed to obtain 
simulated tissue reactions.

User platform
The User Platform consists of a User, the User Inter-

action Module, and the Dynamic Target. The “User” is 
the intended recipient of this task planning profile and 
who executes the task. The “User Interaction Module” 
is the set of instructions and commands that can inform 
the user of the interactions required during engagement 
with the MRCS. These commands also include visual aids 
that assist the user in planning a path for task execution. 
The “Dynamic Target” is an object that demonstrates 
independent motion when there is engagement from the 
user. In the later test scenario, the Dynamic Target is the 
3D printed biospecimen. During an engagement with the 
target object, the user receives the haptic feedback in a 
closed-loop system, ensuring that the actions of the user 
and results from the physical interaction are recorded.

User interaction module
The User Interaction module consists of a software appli-

cation developed in the Unity Platform. The user interface is 

designed to increase learning among users through the use 
of animations (Egan et al. 2015). The software application 
of the module is the actual task that the user is required to 
execute. Here, the test scenario instructs the user on how to 
make a surgical incision (Fig. 8). A series of steps in this 
process would include identifying the site of the incision 
followed by the direction of the surgical incision to be made. 
This portion serves as the navigation. The anatomy models 
are built using the Unity platform. These models have no 
dynamic properties as these properties are only mapped onto 
the target tissue

3 � Test scenario

To demonstrate the functionality of the MRCS system, a sce-
nario that requires task path planning is created. The chosen 
task is making a surgical incision into a simulated tissue. 
The chosen surgical technique is an incision to create access 
to the Obliquus Capitis Inferior and Rectus Capitis Posterior 
muscles located in the back of the head (Fig. 9) for position-
ing and trauma. These target site and technique are cho-
sen because any additional pathologies such as overgrown 
masses or tumors in this area make the needling insertion 
technique difficult due to its confined space and proximal 
location to the spine and brain stem. Hence, a precise inci-
sion for access into this area is critical.

The initial incision cut is made by a surgical scalpel into 
a representative target tissue. The motion and pattern of the 
technique are a basic vertical cut (as in Fig. 8) into the sam-
ple to simulate entry into physical human tissue. To track the 
user during this task, the primary measurement of the IMU 
will be the absolute orientation that the tool makes during 
the incision. The secondary measurement for tracking is the 
depth recorded by the Head Mounted Display of the surgical 
tool in the field of view of the user.

Using the explicit dynamics module within ANSYS 2022, 
this approach is modeled as a surgical scalpel made of stain-
less steel interacting with a rectangular silicone block that 
has multiple through-holes, which approximate the vascular 
conduits in the tissue (Fig. 10) and the weight distribution 
across multiple skin textures. This models the interaction at 
different rates of motion. Because of the varying dermis in 
skin tissue, a new material assignment is created to replicate 
skin tissue behavior (Li et al. 2012; Vedbhushan et al. 2013; 
Joodaki and Panzer 2018) with the properties approximated 
in Table 1.

As an example of the explicit dynamics module based 
on the test scenario, a vertical motion of the scalpel during 
an incision is simulated. The first step is an incision in the 
target area. The equivalent velocity for this surgical incision 
is 0.015 m/s (Vedbhushan et al. 2013) for a 4-s total travel 
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time to get a 15 mm depth incision. In the study, the incision 
is repeated a total of three times to demonstrate repeatability

In addition, the equivalent stress and strain for this 
approximated model (Fig. 11a) help understand the tissue 
properties relative to viscoelasticity. The numerical model 
of the bi-linear elasticity of collagen fibers is used for this 
approximation (Joodaki and Panzer 2018). The behavior 
of the simulated tissue in our explicit dynamics module is 
then reflective of the relationship that viscoelastic materi-
als demonstrate when under axial stress through specimen 
fracture as shown in Fig. 11a. The Stress–Strain Plot spe-
cifically demonstrates this viscoelastic behavior as seen in 
similar brain tissue (Hosseini-Farid et al. 2019) showing 
an initial linear slope along with a viscoelastic response 
due to extreme tissue deformation that results in rupture.

Fig. 8   Test 3D Scenario schematic for the MRCS that overlays on the 
3D printed specimen. The tutorial shows the user how to place a sur-
gical incision on the back of the neck. Top left (a) Using the right 
hand of the user to match the field of view, the user is shown where to 
identify the location of the surgical site for the incision. Top right (b) 
a cursor shows the location underneath the tissue that the user should 

be targeting. Bottom left (c) the incision line is shown in blue, and the 
direction is overlaid as virtual imagery instructing the user to make 
an incision in the suggested direction. Bottom right (d) The incision 
direction is overlaid on the image of the Obliquus Capitis Inferior 
(Left) and Rectus Capitis Posterior (Right)

Fig. 9   Needling Insertion Surgical Technique. a The location of 
the target site for the incision is tilted and raised higher to provide 
direct access for a successful incision. b Anatomical location of the 
Obliquus Capitis Inferior (a) and Rectus Capitis Posterior (b)



	 Virtual Reality

1 3

The strain plot (Fig. 11b) further shows the three prop-
erties associated with a viscoelastic material; linear elastic 
region, followed by a plateau region before the rapture of 
the tissue, and then a densification region.

The 3D imagery results of this FEA dynamic interaction 
study are then uploaded to the interactive, real-time 3D envi-
ronment Unity Platform. Inside the Unity Platform, a soft-
ware application is created through script editing (Fig. 5). It 
uses not only the spatial mapping of the HMD but also hand 
tracking and boundary object interaction to determine when 
to initiate the simulation of the similar FEA modeling of the 
3D printed biospecimen tissue under stress. This application 
can then be uploaded to the HMD for projection into a user’s 
field of view.

4 � Deployment

The instructions for task path planning for a surgical incision 
are complemented with additional visual aids that instruct 
the user on how to perform the incision. These instructions 
are relayed via a user application interface that the user can 
commence and serve as the navigation portion of the demon-
stration. As the user engages with the 3D printed collagen-
based specimen generating haptic feedback, the depth and 
the angular motion of the surgical cut are tracked with the 
9DOF IMU and the HMD (Fig. 12). The tracking of the 
user with the IMU in the test scenario is meant to ascertain 
task completion and not user task accuracy as the test sce-
nario demonstrates feasibility. The additional location data 
are also used as part of the HMD visual image projection 
to ensure that the AR environment is overlaid on the right 
location and target. This highlights its sensitivity.

The tracked vertical incision from the 9 DOF IMU is 
determined for all three incisions to demonstrate the depth 
of the incision as it is translated to the Pitch (z-axis) for an 
absolute angle orientation of the user (Fig. 12). This approx-
imation is made to one axis because, at the point of interac-
tion of the scalpel in a user’s hand with the 3D bio-print 
tissue, there is no lateral motion. The only motion that exists 
is the absolute orientation of the vertical cut with the user’s 

Table 1   Material properties for tissue sample for finite element analy-
sis

a Young’s Modulus taken as an approximation (Joodaki and Panzer 
2018)
b The elastic properties are experimentally derived (Li et al. 2012)

Mechanical Property Value

Young’s modulusa 8.33 MPA
Poisson’s ratiob 0.48
Densityb 1116kg/m3

Fig. 10   Finite Element Analysis Dynamic Modeling. a dynamic mod-
eling of a surgical scalpel making a vertical incision into a square 
block representative of tissue. b The square block is modeled as a tis-
sue with holes in its profile to approximate tissue mechanical proper-

ties such as thickness and vasculature. A scalpel is modeled as a line 
chisel. The progression of the cut is captured as a dynamic movement 
from (b) through (e) to be mapped to the AR imagery
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wrist as the pivot (Kabuye et al. 2022). The placement of the 
9 DOF IMU on the side pivot of the scalpel also indicates 
that the corresponding axis for tracking will be the Z (Pitch) 
with a range of ± 180

◦ . The time for each run is normalized 
to ensure that the three runs can be fully analyzed when 
compared to each other. To demonstrate user proficiency, the 
root mean square error (RMSE) difference between the three 
surgical incisions is calculated. The lower RMSE indicates 
that a user has been able to follow the path recommended 
by the MRCS for the surgical cut as they would fall within 
the preplanned bounds as measured by the HMD. It should 
be noted that the efficacy of the IMU to accurately track 

surgical tools has been demonstrated previously (Kabuye 
et al. 2022) and we demonstrate its integration in an MRCS 
environment as shown in Fig. 13.

Despite not being focused on task accuracy, the RMSE 
difference of 2.3◦ is within the expected range of 2.9◦ 
(Kabuye et al. 2022) for a tracked incision into simulated 
tissue (Table 2). However, the average depth of the incision 
made is higher than the target depth of 15 mm. This could 
be due to the limited number of vertical incisions required 
for proficiency in surgical planning as the test subject had 
no prior knowledge of the surgical procedure. However, 
another issue could arise from the 3D printed collagen-based 

Fig. 11   Material Characteristic Profiles for the customized skin tissue profile

Fig. 12   Surgical Path Planning 
application deployment. Left 
(a): User with HMD making the 
vertical cut, corresponding to 
a pitch (z-axis) absolute angle 
orientation, into 3D Bio Printed 
tissue. Top Right (b): AR 
Imagery in a virtual environ-
ment in the user’s physical field 
of view. Bottom Right (c): AR 
environment superimposed on 
3D Bio Printed tissue in users’ 
field of view to track with 
incision
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specimen failing to provide a more amplified haptic response 
that would communicate to the user when to stop as the 
additional 3D imagery only visually shows the tissue sepa-
ration. One way to correct this would be to either add addi-
tional dynamism in the 3D imagery corresponding to tissue 
vasculature and blood that could serve as another visual aid 
for the user or engage in post-process treatment of the 3D 
printed biospecimen to provide improved physical texture. 
The MRCS demonstrates haptic feedback, sensitivity, and 
navigation capability in this test scenario.

5 � Conclusion

This work demonstrates the ability of the Mixed Reality 
Combination System (MRCS) to not only guide a user’s nav-
igation as they are preplanning the task execution through 
the image visualization and interaction but also to track the 
task execution to quantify their skill set in achieving task 
completion. By pairing a 3D printed biospecimen and pro-
jecting virtual imagery onto it, an augmented reality envi-
ronment is created for a user that allows them to plan a task 

prior to execution that is tracked using an Inertial measure-
ment unit sensor.

At this early stage of the capability demonstration, the 
feasibility demonstration of the Mixed Reality platform is 
the primary goal. The accuracy of the user in the capability 
demonstration is secondary given their limited skill set as 
a novice. Other factors not under consideration, like addi-
tional mental workloads that the user would be under while 
engaged with the MRCS during task execution, could exist. 
This could include, but is not limited to, the mental work 
needed to adjust between the virtual and physical images in 
the same visual frame (Xi et al. 2022; Jeffri and Awang Ram-
bli 2021). The additional mental workload would arise from 
not only processing (in the brain) the additional dynamism in 
the 3D imagery corresponding to vasculature that is input in 
the field of vision as the AR imagery for the user as a visual 
aid, but also fatigue arising from having the physical weight 
of the AR head-mounted display on the user (Buchner et al. 
2022; Rho et al. 2020). This additional mental workload 
can be further evaluated to quantify its impact on user task 
performance in the future.

The application of this enabling technology in this regard 
demonstrates that the proposed MRCS platform can provide 
an improved iterative way for a user to increase exposure in 
task execution through complex guided paths. Future work 
will seek to study its accuracy in different environments and 
for path planning by surgeons.
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Fig. 13   Angular motion of surgical tool during the execution of three 
guided vertical incisions by the user wearing the HMD. The valley in 
the graph corresponds to the vertical incision made with the scalpel 
attached to a 9 DOF Flexible IMU. The average difference across the 
cuts at 2.3◦ for a 20 mm depth cut displays the consistency from the 
user

Table 2   Performance attributes of a user on the MRCS performing an 
incision cut 3 times

Attribute Average value RMSE

Angular motion difference ( ◦) 2.3 0.122
Depth (mm) 25 1.225
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