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Abstract: Heart rate variability (HRV) indexes are becoming useful in various applications, from
better diagnosis and prevention of diseases to predicting stress levels. Typically, HRV indexes are
retrieved from the heart’s electrical activity collected with an electrocardiographic signal (ECG). Heart-
induced mechanical signals recorded from the body’s surface can be utilized to record the mechanical
activity of the heart and, in turn, extract HRV indexes from interbeat intervals (IBIs). Among others,
accelerometers and gyroscopes can be used to register IBIs from precordial accelerations and chest
wall angular velocities. However, unlike electrical signals, the morphology of mechanical ones is
strongly affected by body posture. In this paper, we investigated the feasibility of estimating the
most common linear and non-linear HRV indexes from accelerometer and gyroscope data collected
with a wearable skin-interfaced Inertial Measurement Unit (IMU) positioned at the xiphoid level.
Data were collected from 21 healthy volunteers assuming two common postures (i.e., seated and
lying). Results show that using the gyroscope signal in the lying posture allows accurate results
in estimating IBIs, thus allowing extracting of linear and non-linear HRV parameters that are not
statistically significantly different from those extracted from reference ECG.

Keywords: heart rate; heart rate variability; seismocardiography; gyrocardiography; inertial units;
HRV; linear HRV; non-linear HRV

1. Introduction

Cardiovascular diseases are confirmed to be one of the leading causes of mortality
worldwide, resulting in more than 17 million deaths globally [1,2]. It has been known
for quite a long time that behind cardiovascular mortality and dysfunction are aberrated
dynamics of the autonomic nervous system (ANS) [3,4]. The tenth cranial nerve, the
vagus nerve, has a crucial impact on heart and breathing dynamics (that are also coupled
and synchronized in a healthy person) among other internal systems of organs that are
innervated with its several branches, both above and below the diaphragm (myelinated
and unmyelinated branches of the vagus nerve). Cortico-vagal control of heart dynamics
via vagus nerve exercise has both stimulatory and inhibitory effects on cardiac tissue
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(i.e., sympathetic and parasympathetic system activity), driving an increase or decrease in
heart rate (HR) [5].

The monitoring of HR and its variability (HRV) proved to be a prognostic as well as
preventative factor in several cardiovascular diseases with important implications from
healthcare to sport [6,7]. From the variabilities of time intervals between the two consecu-
tive heartbeats (inter-beat intervals, IBI, or RR intervals), HRV indexes can be estimated.
HRV has been found to be able to capture fast fluctuations that may be an indication of
sympathetic and vagal activity and, in turn, to assess cardiac abnormalities with established
applicability, among others, in risk stratification of cardiovascular patients [8,9], monitor-
ing of depression [10–12], and for diagnosis and monitoring of performance in sport and
physical activities [13].

Traditional HRV measures are usually divided into two categories: linear and non-
linear [14]. HRV can be evaluated in the time or frequency domain using linear techniques.
Time domain indexes are statistical calculations of consecutive IBIs values that represent
the simplest way to calculate HRV, whereas frequency domain indexes are more extensive
indexes based on spectral analysis that is generally used to assess the contribution of the
autonomic nervous system to HRV. Non-linear indexes, on the other hand, are based on
mathematical approaches that are not impacted by nonstationarity, as is the case with linear
indexes. Non-linear indexes, as opposed to linear indexes, take into account minor fluctu-
ations that represent the fundamental features of cardiac dynamics caused by continual
competition between opposite autonomous nervous system components (parasympathetic
and sympathetic drive). Additional details on the importance and significance of the HRV
parameters can be found in [14].

From the sensor side, generally, ECG waveforms that represent the heart’s electrical
activity are processed to extract IBIs first and then calculate HRV indexes [15]. However, the
recent advances in sensors and miniaturized electronics have encouraged the investigation
of new approaches and measuring techniques to be applied in the cardiology field for
monitoring HR and IBIs leveraging both contact-based and contactless techniques. Con-
versely to ECG, which reflects the electrical activity of the heart, other techniques measuring
(directly or indirectly) the heart-induced mechanical signals can be used [16–20]. Among
others, accelerometers and gyroscopes in the last decade have been explored to extract
information about the mechanical phases of the cardiac cycle from precordial vibrations
captured at the chest level and changes in its angular velocities, respectively. These signals
are generally known as seismocardiogram (in short SCG) [21–23] and gyrocardiogram (in
short GCG) [24], respectively. For instance, when rightly collected from both the SCG and
GCG signals, it is possible to identify some key cardiac events during both the systole and
diastole [22,24,25]. In the systolic phase of the cardiac cycle, SCG and GCG may allow the
identification of the mitral valve closure (MC), the isovolumic moment (IM), the aortic
valve opening (AO), the isotonic contraction (IC), and the rapid ejection (RE) [22,26].

GCG and SCG are not yet standard in cardiology, but they are promising since they
can augment monitoring and more accurate insights in both respiration and heart dynamics
much needed in cardiology and particularly in every ICT Unit. An Inertial Measurement
Unit (IMU) generally embeds both an accelerometer and gyroscope and is a perfect can-
didate to record both the SCG and GCG and then extract not only HR values but also
HRV indexes. Not surprisingly, in the last decade, few studies started investigating the
feasibility of providing accurate IBI and HRV values also through SCG and GCG signals,
mainly from data provided by databases (e.g., CEBS) and standard posture [27–31]. Only a
few studies compared the HRV indexes extracted from ECG and contextually from SCG
and GCG but with cumbersome sensors and/or without providing an exhaustive com-
parison for non-linear indexes [26,32,33]. In a previous paper, we tried to estimate some
linear HRV indexes from both the SCG and GCG in a very small cohort of volunteers [34].
Literature evidence lacks some in terms of the absence of studies on fractal analysis and
several entropy-based measures relying on non-linear HRV indexes extracted from SCG
and GCG, the absence of studies investigating the influence of common posture assumed
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by patients/users (i.e., seated and supine) on both SCG and GCG contextually used for
HRV index extraction [17]. As per the last reason, although it is known that the waveforms
of SCG and GCG are strongly influenced by the posture assumed by the subject [24,33,35],
the majority of studies neglected possible sources of inaccuracies deriving from the wrong
selection of accelerometer and gyroscope axis for HRV estimation. All these limitations are
still hindering the possible use of IMU for extraction of IBI and HRV values in possible
real-world scenarios as an alternative to ECG.

This paper aims at investigating the feasibility of estimating the most common linear
and non-linear HRV indexes from SCG and GCG signals acquired from healthy volunteers
during two resting postures (i.e., seated and lying). Since the extraction of HRV indexes
relies on the estimation of IBIs from the raw SCG and GCG signals and the morphology
of these signals depends on the body posture, we investigated the performances of two
different envelope-based algorithms for IBIs extraction (Algorithm 1 using standard axis
for SCG and GCG extraction, Algorithm 2 automatically identifying the best axis for the
SCG and GCG computation) to identify the most promising signal and posture to extract
accurate HRV parameters when compared to reference ECG data.

2. Materials and Methods

Twenty-one healthy volunteers (18 males and 3 females, mean age: 27 ± 5 years, mean
height: 177± 9 cm, mean body mass: 74± 15 kg, mean BMI: 23± 3 kg/m2) were enrolled in
this study. Each volunteer underwent two different trials, assuming two common postures
while performing vital signs monitoring at home and in the clinical environment: (1) seated
posture and (2) lying posture.

A single IMU (Xsens DOT by Xsens, The Netherlands) was attached with a hypoaller-
genic medical-grade double-sided tape at the xiphoid process level. Among the numerous
body landmarks used to collect cardiac-related acceleration signals, we used the xiphoid
because of good inter-subject reliability and easy identification of the body [21,22]. The
selected IMU sensor has different features that make it ideal in this scenario. This IMU
embeds a tri-axis accelerometer (full scale ±16 g) and a tri-axis gyroscope (full scale
±2000 ◦/s) with dimensions (36 × 30 × 11 mm) and mass (11.2 g) perfect for wearing. The
IMU sensor was programmed via Bluetooth Low Energy 5.0 to store raw accelerations and
angular velocity data inside the onboard memory with a sampling rate of 120 Hz [36]. At
the same time, a reference wearable device (Bioharness v3 by Medtronic, Minneapolis, MN,
USA) was worn around the chest to record the reference ECG signal at a 250 Hz sampling
rate and the acceleration at the level of the chest at 100 Hz inside the onboard memory.
Bioharness uses two dry electrodes and dedicated electronics to capture one-lead ECG and
a triaxial accelerometer (full scale ±16 g) to record the linear acceleration of the trunk [37].

After wearing the IMU sensor and reference wearable device (see Figure 1), volunteers
were left free to wear shirts or other clothing on their torsos to make the measurement
as comfortable as possible. Each volunteer underwent two different trials, assuming
two common postures in working and clinical environments: (1) seated posture and
(2) lying posture. In each trial, volunteers were called to breathe for 120 s after an initial
end-inspiratory apnea used to synchronize the reference ECG signal with the IMU signals.

The study was conducted in accordance with the Declaration of Helsinki, and the
study design was approved by the Ethical Committee of Università Campus Bio-Medico di
Roma (code: 27.2(18).20 of 15 June 2020).
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Figure 1. Schematic representation of the positioning of the sensors on the subject’s body and raw
waveforms obtained from the ECG sensor sampled at 250 Hz (red waveform on the left) and the IMU
sensor for both the accelerometer sensor and the gyroscope sampled at 120 Hz. For accelerometers
and gyroscopes, all three axes are shown (x in blue, y in orange, and z in yellow). Regarding the IMU
sensor, the x-axis is oriented from foot to head, the y-axis laterally from left to right, and the z-axis is
oriented from back to chest.

2.1. SCG and GCG Signals

In the ECG’s electrical signal, the most prominent peak results from the major ven-
tricular depolarization in the electro bio-potential measurement (R peak). Similarly, AO is
the most evident peak in both SCG and GCG signals since it is caused by an acceleration
increase happening after the basal depolarization of ventricles, causing build up pressure,
inward movement of the apex, and swelling of the walls. One open challenge is related to
the particular morphology of both the SCG and GCG [24,35,38]. Different factors, such as
cardiovascular diseases, the posture assumed by the subject, and the noise on the signal
may strongly affect the prominence of the AO peak. Although several methods have been
proposed [39], the accuracy in detecting AO is still low, even applying complicated algo-
rithms when the data are collected in real-world scenarios. What is common is that MC or
RE are higher in amplitude when compared to AO. This may cause errors in estimating IBIs
up to 100 ms, which makes SCG and GCG unreliable in estimating HRV indexes [40–42].

To tackle this open problem, in this paper, we applied two algorithms to first extract
SCG from accelerometer data and GCG from gyroscope ones, and then detect AO fiducial
points from the signals.
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Prior to the data analysis, we verified the presence of involuntary motion artifacts
caused by the trunk movements of each volunteer during the data collection in lying and
seated postures. At this scope, we calculated the Vector Magnitude Unit (VMU) from the
x-, y-, and z-axis of the Bioharness accelerometer for estimating the level of activity in
accordance with the following equation:

VMU =
√

a2
x + a2

y + a2
z (1)

where ax, ay, az are the acceleration components along the x-, y-, and z-axis. To compute
the VMU, the raw Bioharness accelerometer signals were filtered to remove the gravity
components. Only the signals with VMU < 0.1 g were considered as resting activities
without motion artifacts [43,44]. In all the trials (42 in total, 2 min each) considered for the
analysis we always found VMU < 0.05 g. Therefore, we processed all the data from the
IMU and the reference ECG without excluding any part of the collected signals for the
subsequent analysis.

First, the raw skin-interfaced IMU accelerometer and gyroscope signals were band-
pass filtered with an FIR filter with cut-off frequencies between 4 Hz and 30 Hz which
contains most frequencies associated with mechanical activity of the heart as widely re-
ported in the literature [35,45].

Figure 2 reports the raw accelerometer and gyroscope signals, as well as SCG and GCG
ones, compared to the ECG signal. The AO and R peaks are highlighted in the first 5 events.
It is well known that the AO events are 150–250 ms after the ventricular depolarization
events (R peaks) [46]. The accurate identification of AO peaks from SCG and GCG signals
is crucial to estimate the time elapsed between two AO events correctly ( tAO|n − tAO|n−1)
and then obtain reliable HRV measurements. As stated in previous articles, the main issues
dealing with SCG and GCG are the morphology of the waveform at each beat since those
are influenced by a variety of factors [22,38,47,48].

The two algorithms implemented in this article aim to detect AO peak instants without
an R-wave of ECG as a reference. Both can be classified as envelope-based estimation
algorithms.

In accordance with previous studies [42] where envelopes of SCG signals have been
used to calculate the HR values, Algorithm 1 consists of applying the Hilbert transform
only on two signals: the dorsal-ventral axis of the accelerometer (z-axis in our IMU sensor)
and laterally from left to right axis of the gyroscope (y-axis in our IMU sensor). This axis
selection approach is widely adopted in the literature under the hypothesis that the majority
of acceleration changes caused by the heart beating are along the z-axis (from back to chest)
of the accelerometer (see Figure 1) and angular velocity mostly changes along the y-axis
due to the rotational vibrations of the chest wall induced by the heart beating [22,24].

Assuming y(t) as a generic filtered signal (SCG or GCG), Hilbert transform—as in (2):

ŷ(t) =
1
π

∫ +in f

−in f

y(τ)
t− τ

dτ (2)

Is applied to obtain the signal’s envelope with a sliding window of 330 ms [42]. These
two processed signals represent the retrieved SCG and GCG waveforms.

Algorithm 2 filtering stages are the same as Algorithm 1, but the axes of the accelerom-
eter and the gyroscopes are automatically selected in each trial, making this algorithm more
user- and posture-dependent. The power spectral density (PSD) plot identifies the most
informative axis per sensor in the frequency domain. Each signal’s PSD was computed
using Welch’s overlapped segment averaging estimator. Welch’s technique was used to
split the 120 s signal into segments of 30 s, with an overlap value of 50% between segments.
Then, the axis exhibiting the highest power spectrum is selected for computing the SCG
and GCG waveforms from raw accelerometer and gyroscope data.
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Figure 2. 5 s of collected data from a volunteer in a lying position. First subplot: ECG waveform
with detected R peaks. The R-R peaks distance allows calculating IBIRR,i. Second subplot: raw
accelerations along the x-, y-, and z-axes. Third subplot: the obtained SCG signal with detected
AO peaks. The AO-AO peaks distance allows calculating IBIAOAO,i. Fourth subplot: raw angular
velocities along the x-, y-, and z-axes. Fifth subplot: the obtained GCG signal with detected AO peaks.
The AO-AO peaks distance allow calculating IBIAOAO,i.

After the extraction of SCG and GCG signals with both algorithms, we applied the
same filtering pipeline. Considering a generic signal ŷ(t) (SCG or GCG), we first performed
a band-pass filter on ŷ(t) with cut-off frequencies of 0.5 Hz and 3 Hz (3rd order filter)
to obtain the signal γ(t). The PSD of γ(t) was then computed to identify the dominant
frequency ( fmax). Then, the γ(t) signal was rescaled between 0 and 1. All the maxima points
were identified on the waveform as all the peaks exceeding 60% of the signal amplitude and
separated at least the number of samples equal to fmax/2. These maxima points identified
the AO peaks and are then used to calculate tAO,i. AO peaks occurring less than 500 ms
after the previous AO peaks were rejected.

Figure 3 shows the results obtained using Algorithms 1 and 2 to the same raw ac-
celerometer and gyroscope data collected for 20 s from a healthy volunteer. Algorithm 2
selected a more informative axis for the gyroscope since the AO peaks are more distinguish-
able after applying the Hilbert transform, especially after 75 s.
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Figure 3. Example of 20 s of SCG and GCG signals (normalized between 0 and 1) obtained with
algorithms 1 and 2 after the Hilbert filter application (blue lines) compared to raw SCG and GCG
signals (orange lines) and reference ECG (black line, normalized between 0 and 1). In this specific
case, Algorithm 2 selected the z-axis for SCG, while for GCG the same algorithm selected an axis
different from y (default selection for Algorithm 1).

From AO peaks, the IBI are calculated as differences between timing points of succes-
sive AO points (IBIAOAO) as in the following equation:

IBIAOAO,i = tAO|n − tAO|n−1 (3)

where IBIAOAO,i is the i-th time interval between consecutive AO peaks in SCG or GCG
signals and tAO|n denotes the occurrence of n-th AO peak in the signal (SCG or GCG).

2.2. ECG Signals

Firstly, we resampled the raw ECG signals at a rate of 120 Hz equal to the sampling
rate of the skin-interfaced IMU to have the same resolution in the identification of temporal
events. The ECG was resampled before windowing the sitting and lying portion of the
signals to avoid introducing edge artifacts at each trial. The Pan–Tompkins algorithm was
then applied to the recorded ECG waveform to detect the R waves. The time intervals
between consecutive R peaks are then calculated as:

IBIRR,i = tRR|n − tRR|n−1 (4)

where IBIRR,i is the i-th time interval between consecutive R peaks in ECG and tRR|n
denotes the occurrence of n-th R peak (see 1st subplot of Figure 2).

2.3. Data Analysis

The IBI estimations were performed in a MATLAB environment. To assess the perfor-
mance of the SCG and GCG signals in estimating IBI values, Bland–Altman analysis was
performed. Bland–Altman analysis is one of the most popular methods applied to investi-
gate the agreement between the same measurement extracted with a new measurement
technique and an established one [49,50]. Particularly, it was used to obtain the mean of
difference (MOD) and the limit of agreement (LOA) values that are typically reported in
other studies and extremely useful when comparing our results with the relevant scientific
literature [51,52]. This analysis was carried out by considering the two algorithms applied
to SCG and GCG data and postures separately to assess the influence of both the algorithms
and postures on the IBIs estimations. Additionally, we carried out a correlation analysis on
these data to estimate the Pearson correlation coefficient (R).
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The IBIs were then used to estimate linear and non-linear HRV indexes. The simplest
method of HRV analysis is time domain analysis which is applied to the series of successive
IBIs (IBIRR,i and IBIAOAO,i) [14].

As linear indexes, in the time domain we calculated:

• Mean heart rate (HR mean);
• Standard deviation of all IBI (SDNN);
• Root mean square of differences (RMSSD);
• The proportion for which the successive IBI differences exceed 50 milliseconds (pNN50);

While in the frequency domain the following:

• the percentage of power of the very low-frequency band (from 0.0033 Hz to 0.04 Hz, VLF);
• the percentage of power of the low-frequency band (from 0.04 Hz to 0.15 Hz, LF);
• the percentage of power of the high-frequency band (from 0.15 Hz to 0.4 Hz, HF)
• the ratio between low and high frequencies (LF/HF).

As non-linear indexes we considered the following measures:

• SD1 as the standard deviation of the orthogonal distances of the IBIi/IBIi+1 obtained
in the Poincaré Plot. SD1 is considered to describe the short-term HRV;

• SD2 as the standard deviation of the orthogonal distances of the IBIi/IBIi+1 to the
length diameter of the ellipse obtained in the Poincaré Plot. SD2 is considered to
describe the long-term HRV;

• Ratio between SD1 to SD2 (SD1/SD2) representing balanced ANS;
• Higuchi Fractal Dimension (HFD) measures complexity directly in time series [53];
• Detrended Fluctuation Analysis (DFA), a modified random-walk method, quantifies

the fractal-like scaling properties of RR interval series [54];
• Sample entropy (SampEn), a regularity statistic that measures the irregularity (or

unpredictability) of the signal [55].

All the HRV parameters were calculated in MATLAB environment from IBIRR and
IBIAOAO using the open-source HRVTool [56,57]. Instead of MATLAB, a custom-made
algorithm in Java programming language (3EGA, Amsterdam) was used for nonlinear
analysis. IBI standardized series were used as input for HFD, DFA, and SampEn. Stan-
dardization consisted of extracting the mean interval value for each interval in the time
series and dividing the time series by its standard deviation. After the initial calculation,
outliers were removed, and means and standard deviations of those series were calculated,
as suggested in [12].

To compare all HRV indexes (both linear and nonlinear) that are calculated from SCG
and GCG and those extracted from ECG as a reference, Pearson correlation coefficients
were calculated per each variable. Then, per each HRV variable, we calculated the mean
and standard deviation considering all the values retrieved from the 21 volunteers. Per
each HRV index, we applied the one-way ANOVA test considering the ECG extracted value
as one group and SCG and GCG ones separately (i.e., EGC vs. SCG, ECG vs. GCG). We
considered p-values < 0.05 to determine the existence of a statistically significant difference
between groups. Moreover, we calculated the percentage error (E%) per each HRV index,
considering all the values gathered by all the volunteers. Separate analyses were carried
out considering SCG and GCG, the posture, and the algorithms as influencing variables.

E% =
HRV − HRVre f erence

HRVre f erence ·100 (5)

where HRV is a generic HRV index estimated using SCG or GCG, and HRVre f erence is the
HRV index calculated from the reference (i.e., the ECG). In all the cases, we compared
21 values per each considered posture and algorithm.
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3. Results

Figure 4 reports the Bland-Altman plots related to the IBI values. The analyses related
to data provided by the two algorithms evidenced better performances of Algorithm 2 at
parity of posture and raw accelerometer/gyroscope signals. In general, narrower LOAs are
achieved when the data collection is performed with the volunteers in lying positions in
the case of both SCG and GCG signals. Algorithm 2 applied on gyroscope data collected in
a lying position outperforms all the others.
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Figure 4. Bland-Altman analysis related to IBI comparison between IBIRR,i and (a) IBIAOAO,i

estimated from SCG in seated position, (b) IBIAOAO,i estimated from GCG in seated position,
(c) IBIAOAO,i estimated from SCG in lying position and (d) IBIAOAO,i estimated from GCG in lying
position, for algorithm 1 (panels on the left) and algorithm 2 (panels on the right).

To better clarify the differences between postures and algorithms, Table 1 summarizes
the coefficient R obtained from the correlation analysis as well as the MOD and LOAs
values of the Bland-Altman analyses. In all the cases, the MOD values were always less
than 1.32 ms. Algorithm 2 guaranteed the estimation of more accurate IBI values as the
LOAs were narrower and R higher than those of Algorithm 1 in all the conditions and with
both SCG and GCG. Between the two postures, the lying position appeared better than the
seated one. In the lying position using Algorithm 2, the estimation of IBI with GCG signals
is slightly better than the one carried out using SCG signals (comparable MOD values,
difference of 7.28 ms in LOAs). All the analyses were carried out on 2464 beats identified
in seated positions and on 2274 beats when lying postures were analyzed. In all the cases,
R values identified strong linear correlations (the lower value is 0.88) between IBI values
retrieved from IMU signals and ECG.

Table 1. IBI analysis: R coefficients, MOD and LOAs values.

Algorithm 1 Algorithm 2

Seated Lying Seated Lying

SCG GCG SCG GCG SCG GCG SCG GCG

R 0.95 0.88 0.97 0.90 0.96 0.93 0.99 0.99
MOD ±

LOAs
[ms]

0.17 ± 81.66 −1.32 ± 140.48 −0.14 ± 63.68 0.59 ±
122.73 −0.47 ± 75.41 −0.18 ± 105.34 −0.15 ± 33.71 −0.13 ± 26.43

Number
of beats
detected

2464 2464 2274 2274 2464 2464 2274 2274
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Since Algorithm 2 performed better, we investigated the axis selected from this algo-
rithm to extract the SCG and GCG signal (see Figure 5). From the tri-axial accelerometer,
most of the time the algorithm selected the z-axis in a seated position (91% of cases) and
lying position (91% of cases); differently, on the gyroscope signal the algorithm selected the
x-axis several times, especially in lying position (52% of cases). This selection justifies the
higher performance of GCG in the lying position achieved with Algorithm 2 compared to
the one of GCG in the same posture with Algorithm 1 (using only the y-axis).
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Figure 5. Percentage of selected axes used to retrieve the SCG signals and GCG signals from
algorithm 2.

Tables 2 and 3 reported the mean and standard deviation values of HRV indices
calculated from IBI obtained from ECG, SCG, and GCG related to the linear indexes
(both time and frequency domains) and non-linear ones, respectively. As Algorithm
2 and lying position evidenced better agreement between IBI estimations, mean, and
standard deviation values of calculated HRV indexes are closer to the reference, especially in
this condition.

The statical test applied to values of Tables 2 and 3 demonstrated that the great
majority of compared values exhibited very high p-values, demonstrating that they are
not significantly different in a statistical sense. In the case of Algorithm 2, only a single
comparison of series (for LF/HF) showed a significant difference (with p < 0.01) in a
seated posture, while none in the supine position. For algorithm 1, there were three
detected significant differences (for RMSSD, SD1, and SD1/SD2, p < 0.01) using GCG in a
seated posture.
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Table 2. Mean and standard deviation for all postures and subjects of HRV indexes related to time
(SDNN, RMSSD, PNN50) and frequency (LF, HF, and LF/HF) domain analysis related to algorithms
1 and 2. * means statistically significant (p < 0.05).

HRV
Index

Alg.
Seated Lying

ECG SCG GCG ECG SCG GCG

HR mean
[bpm]

1
71.33 ± 9.93

71.34 ± 9.91 71.20 ± 9.73
68.29 ± 9.11

68.28 ± 9.11 68.33 ± 9.11
2 71.30 ± 9.96 71.32 ± 9.93 68.29 ± 9.10 68.29 ± 9.10

SDNN
[ms]

1
67.32 ± 33.66

74.77 ± 36.87 92.06 ± 52.25
65.50 ± 32.42

69.67 ± 30.28 76.52 ± 47.09
2 80.28 ± 35.44 81.21 ± 50.85 71.02 ± 35.64 66.75 ± 31.77

RMSSD
[ms]

1
55.00 ± 35.26

71.99 ± 43.01 104.48 ± 81.46 *
52.85 ± 34.5

65.31 ± 32.53 76.20 ± 62.46
2 81.44 ± 46.21 84.31 ± 72.18 69.73 ± 45.47 58.40 ± 34.7

pNN50
[%]

1
30.06 ± 22.76

41.77 ± 25.33 47.83 ± 29.69
26.87 ± 23.36

34.68 ± 22.56 35.49 ± 25.80
2 46.40 ± 24.14 40.64 ± 23.77 36.77 ± 25.09 32.36 ± 22.94

pLF
[%]

1
56.27 ± 20.80

47.50 ± 18.28 44.51 ± 22.59
55.59 ± 18.91

49.60 ± 19.71 51.26 ± 17.73
2 43.19 ± 17.85 50.42 ± 22.43 48.36 ± 19.16 54.12 ± 17.89

pHF
[%]

1
43.72 ± 20.80

52.50 ± 18.28 55.482 ± 22.59
44.40 ± 18.91

50.39 ± 19.71 48.73 ± 17.73
2 56.80 ± 17.85 49.57 ± 22.43 51.63 ± 19.16 45.87 ± 17.89

LF/HF
1

2.26 ± 2.78
1.13 ± 0.76 1.16 ± 1.01

1.69 ± 1.19
1.31 ± 0.95 1.40 ± 1.11

2 0.96 ± 0.73 * 1.47 ± 1.23 1.24 ± 0.92 1.54 ± 1.05

Table 3. Mean and standard deviation for all postures and subjects of HRV indexes related nonlinear
measures for algorithms 1 and 2. * means statistically significant (p < 0.05).

HRV
Index

Alg.
Seated Lying

ECG SCG GCG ECG SCG GCG

SD1 [s]
1

0.04 ± 0.02
0.05 ± 0.03 0.07 ± 0.06 *

0.04 ± 0.02
0.04 ± 0.02 0.05 ± 0.04

2 0.05 ± 0.03 0.05 ± 0.05 0.04 ± 0.03 0.04 ± 0.02

SD2 [s]
1

0.09 ± 0.04
0.09 ± 0.04 0.10 ± 0.05

0.08 ± 0.04
0.08 ± 0.04 0.09 ± 0.05

2 0.09 ± 0.04 0.09 ± 0.05 0.08 ± 0.04 0.08 ± 0.04

SD1/SD2
1

0.43 ± 0.13
0.54 ± 0.16 0.68 ± 0.37 *

0.43 ± 0.17
0.55 ± 0.24 0.56 ± 0.24

2 0.59 ± 0.24 0.58 ± 0.26 0.56 ± 0.23 0.49 ± 0.21

HFD
1

1.87 ± 0.09
1.90 ± 0.09 1.91 ± 0.09

1.84 ± 0.10
1.88 ± 0.08 1.87 ± 0.09

2 1.92 ± 0.09 1.90 ± 0.09 1.89 ± 0.09 1.87 ± 0.10

DFA
1

0.83 ± 0.21
0.74 ± 0.21 0.68 ± 0.27

0.90 ± 0.26
0.80 ± 0.25 0.81 ± 0.24

2 0.69 ± 0.22 0.74 ± 0.25 0.77 ± 0.26 0.84 ± 0.28

SampEn 1
1.49 ± 0.34

1.76 ± 0.45 1.77 ± 0.39
1.53 ± 0.28

1.74 ± 0.36 1.71 ± 0.51
2 1.72 ± 0.38 1.83 ± 0.48 1.83 ± 0.49 1.64 ± 0.29

Figure 6 graphically reports the R values calculated considering the ECG-derived
HRV values as a reference. The colors range between 0 (no correlation) and 1 (perfect
correlation). In all the cases, we obtained positive R. This analysis evidenced higher R
values with volunteers in lying positions. With Algorithm 2, better performance is generally
achieved by GCG more than SCG, both in seated and supine posture. Linear HRV indexes
estimated from both the SCG and GCG show very strong relations with reference values
with the lowest value equal to 0.92 for the SCG (RMSSD). Even the non-linear indexes show
a strong correlation, except for the SampEn index (0.19–0.50). Considering all the other
indexes, lower values equal to 0.79 and 0.90 for SD1/SD2 index were found for SCG and
GCG, respectively.
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Figure 6. R values (between 0 and 1) obtained in the correlation analysis carried out between values
retrieve from SCG and GCG against reference ECG values in both seated and lying position, for both
the algorithms.

From Figure 7, some indexes show very high percentage error, especially in seated po-
sitions with both the SCG and GCG. In lying posture, GCG allows reaching very promising
performance with Algorithm 2 with E% of 0.01%, 4.04%, 17.19%, −1.56%, 5.19%, −4.50%,
17.20%, 1.39%, 15.30%, 1.10%, −5.25%, 12.12% for HR mean, SDNN, RMSSD, pLF, pHF,
LF/HF, SD1, SD2, SD1/SD2, HFD, DFA, and SampEn, respectively. Interestingly, this also
shows negligible error when HFD is applied, suggesting its future use. In this posture
condition and with GCG, Algorithm 2 allows the error for most HRV indices to be halved.
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4. Discussion and Conclusions

The aim of this study was to investigate the potential of assessing both linear and
non-linear HRV parameters from accelerometer and gyroscope signals (i.e., SCG and GCG).
At this scope, an ECG device was used as a reference, and a skin-interfaced IMU sensor to
capture accelerations and angular velocities at the xiphoid level. The analysis was carried
out at rest under two conditions typical for capturing ECG and HRV variables: seated
posture and lying posture (supine). Algorithm 2 (automatically selecting the most informa-
tive axes of the accelerometer and the gyroscope in each trial) allows better estimation of
IBIs when compared to the ECG reference values. Although the literature indicates some
preferential axes of accelerometers and gyroscopes to extract SCG and GCG respectively,
the easy-to-implement solution proposed in this paper appears to be better for estimating
IBIs. This is beneficial for the subsequent estimation of HRV parameters. Using the GCG
signal in the lying posture allows accurate results in the estimation of IBIs in accordance
with our previous paper [34] and HRV parameters close to those estimated with ECG.

For all HRV parameters, both the values extracted from SCG and GCG via Algorithm 2
with the subject lying down, we demonstrated the existence of a strong correlation with
the values estimated from the ECG signal (minimum value 0.79). The SampEn parameter
showed the lowest correlation values and higher percentage error (>15%). Pearson linear
correlation coefficients indicate stronger comparability of HRV coefficients calculated on
GCG and ECG than on SCG and GCG. These findings are in line with the observations of
Yang et al. [45], where GCG was found to be more tolerant to disturbances and inter-subject
variability than SCG. The R values are in line with the study of Siecinski et al., with data
from a dataset consisting of 29 healthy volunteers but assuming different inter-subject
postures [26]. We found that the mean and standard deviation values of HRV indexes are
comparable to those found in [33], especially in terms of error between values from ECG
and SCG/GCG related to RMSSD, LF/HF, and SD1/SD2, which are the most common
indexes used in the research field. Among the non-linear parameters, the estimation of the
HFD parameter shows the best performance compared to the values estimated with ECG
with errors < 1% and correlation values close to 1. Similar to the DFA parameter with error
values of 4%. SDNN and LF/HF values estimated with Algorithm 2 in the supine position
exhibited percentage errors less than 4.50% (R equal to 0.99), in line with results obtained
using Kubios HRV software on SCG signals [58].

In addition, we found that nonlinear indexes used for further characterization of
recorded signals examined other information we might extract from physiological measure-
ments that were not possible to extract via standard time and spectral HRV indexes. HFD
confirmed that the level of complexity of examined IBI time series, as expected, demon-
strates a healthy level of complexity compared to our prior research (healthy control in
several different experiments’ levels of complexity). The complexity of SCG, measured by
HFD while sitting is higher than in a supine position. That is also true for the other two
signals, GCG and ECG. From our earlier work, the measures of ECG in terms of complexity
are within the range of normal healthy ECG variability [12]. All the calculated HFDs have a
normal distribution, which is also characteristic of healthy heart dynamics. As stated earlier
in Method, artifacts are not removed, so in some cases, higher complexity indexes may
result from this (presence of additional components in the signal). DFA, also considered to
be a fractal-related measure, confirmed that a great majority of time series exhibit healthy
long-range correlations, and a small portion demonstrated that they are not correlated
(only one participant in GCG and two in SCG segments within signals), which might be
pointing to certain individual differences in dynamics. Sample entropy analysis confirmed
that the difference could be seen (as well as in complexity measured by HFD) that there is
the difference between the states (i.e., sitting and supine) that is understandable, knowing
normal human physiology. However, the added value to this analytic approach is that
based on complexity levels (e.g., HFD) and irregularity statistics (e.g., SampEn), we can
safely say that SCG and ECG, but also GCG and ECG, exhibit such a high self-similarity
that they can interchangeably be used in future research. Interestingly, that is additionally
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supported by E% analyses (where HFD showed minimal error). The difference among
signals from the concurrent time series is visible after the second or third decimal place,
which is seldom seen in prior measurements. The same applies to entropy-based measure-
ment, hence they demonstrate the same levels of irregularity (that could be interpreted
concerning complexity changes, too) so important for healthy human physiology. As a
measure of the irregularity (or unpredictability) of a signal, SampEn calculated from ECG
is also within the healthy range, similar to those that we could see in healthy controls in our
other experiments. Irregularity, or consequentially complexity, is higher when the person is
in a supine position. For SCG and GCG, that trend does not hold since in some cases, it is
higher in the sitting position (as the GCG in Algorithm 2). Since we are not aware of values
reported in the literature, we cannot compare our results with some baseline. SampEn
indeed performed poorly on this dataset. However, knowing that it is regularity statistics
that we usually apply on the samples of the raw signals like EEG or ECG, the reason for
such a performance is probably in the preprocessing steps introduced by Algorithms 1
and 2. To the best of our knowledge, SampEn has shown to be useful in cardiology, but if
that signal is reconstructed from mechanical signals, the reconstruction method probably
introduced the above-mentioned low performance.

The main limitation of this study is that the sample size is relatively small, and the
subjects are all young and healthy. We know so far that complexity measures are changing
with healthy aging in a certain way [59] and that electrophysiology-based change is known
to be aberrated in different clinical conditions. Nevertheless, that can serve for some future
comparison since we already know some benchmarks for healthy dynamics that can be
used for further early detection of differences in various disorders in the cardio-pulmonary
sense. Collecting GCG and SCG recordings from a larger population would provide better
validation of results as more variability will be considered. It should also be noted that the
acquisitions are relatively short, so to give more reliability to the data, it could be useful
to carry out longer acquisitions and evaluate whether the method allows following any
changes in HRV over time. Additionally, further efforts will be devoted to investigating
the effect of respiration in HRV analysis. As it has already been demonstrated that a single
IMU sensor on the chest is able to capture the respiratory rate [21], in the future we will
investigate how the contextual assessment of this vital parameter can help to provide a
more accurate assessment of HRV indexes (especially in the frequency domain), which
has only been partially demonstrated with studies on a limited number of subjects during
ECG monitoring [60,61]. Lastly, the study was conducted only under resting conditions,
so motion artifacts that could adversely affect the results were inherently eliminated.
Therefore, a possible future work could be to evaluate the performance of this system under
more challenging conditions where the subject is in semi-limited motion condition and on
patients to see differences in HRV indexes estimated with different technologies.
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33. Sieciński, S.; Kostka, P.S.; Tkacz, E.J. Heart Rate Variability Analysis on Electrocardiograms, Seismocardiograms and Gyrocardio-
grams on Healthy Volunteers. Sensors 2020, 20, 4522. [CrossRef]

34. Massaroni, C.; Romano, C.; De Tommasi, F.; Cukic, M.B.; Carassiti, M.; Formica, D.; Schena, E. Heart Rate and Heart Rate
Variability Indexes Estimated By Mechanical Signals From A Skin-Interfaced IMU. In Proceedings of the 2022 IEEE International
Workshop on Metrology for Industry 4.0 and IoT, MetroInd 4.0 and IoT 2022—Proceedings, Trento, Italy, 7–9 June 2022;
pp. 322–327.

35. Maiorana, E.; Massaroni, C. Biometric Recognition Based on Heart-Induced Chest Vibrations. In Proceedings of the 9th
International Workshop on Biometrics and Forensics, IWBF 2021, Rome, Italy, 6–7 May 2021.

36. Xsens. Xsens DOT. Available online: https://www.xsens.com/hubfs/Downloads/Manuals/Xsens%20DOT%20User%20Manual.
pdf (accessed on 2 November 2022).

37. Hailstone, J.; Kilding, A.E. Reliability and Validity of the ZephyrTM BioHarnessTM to Measure Respiratory Responses to Exercise.
Meas. Phys. Educ. Exerc. Sci. 2011, 15, 293–300. [CrossRef]

38. Rai, D.; Thakkar, H.K.; Rajput, S.S.; Santamaria, J.; Bhatt, C.; Roca, F. A Comprehensive Review on Seismocardiogram: Current
Advancements on Acquisition, Annotation, and Applications. Mathematics 2021, 9, 2243. [CrossRef]

39. Choudhary, T.; Sharma, L.N.; Bhuyan, M.K. Automatic Detection of Aortic Valve Opening Using Seismocardiography in Healthy
Individuals. IEEE J. Biomed. Health Inform. 2019, 23, 1032–1040. [CrossRef]

40. Lin, D.J.; Kimball, J.P.; Zia, J.; Ganti, V.G.; Inan, O.T. Reducing the Impact of External Vibrations on Fiducial Point Detection in
Seismocardiogram Signals. IEEE Trans. Biomed. Eng. 2022, 69, 176–185. [CrossRef]

41. Mora, N.; Cocconcelli, F.; Matrella, G.; Ciampolini, P. Detection and Analysis of Heartbeats in Seismocardiogram Signals. Sensors
2020, 20, 1670. [CrossRef]

42. Lee, H.; Lee, H.; Whang, M. An Enhanced Method to Estimate Heart Rate from Seismocardiography via Ensemble Averaging of
Body Movements at Six Degrees of Freedom. Sensors 2018, 18, 238. [CrossRef]

43. Karantonis, D.M.; Narayanan, M.R.; Mathie, M.; Lovell, N.H.; Celler, B.G. Implementation of a Real-Time Human Move-
ment Classifier Using a Triaxial Accelerometer for Ambulatory Monitoring. IEEE Trans. Inf. Technol. Biomed. 2006, 10,
156–167. [CrossRef]

44. Zephyr Log Data Descriptions. 2013. Available online: https://www.zephyranywhere.com/media/download/bioharness-log-
data-descriptions-07-apr-2016.pdf (accessed on 2 November 2022).

45. Yang, C.; Tang, S.; Tavassolian, N. Utilizing Gyroscopes Towards the Automatic Annotation of Seismocardiograms. IEEE Sens. J.
2017, 17, 2129–2136. [CrossRef]

46. Shafiq, G.; Tatinati, S.; Veluvolu, K.C. Automatic Annotation of Peaks in Seismocardiogram for Systolic Time Intervals. In
Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBS 2016,
Orlando, FL, USA, 16–20 August 2016; Volume 2016, pp. 2672–2675.

47. Etemadi, M.; Inan, O.T. Wearable Ballistocardiogram and Seismocardiogram Systems for Health and Performance. J. Appl. Physiol.
2018, 124, 452–461. [CrossRef]

48. Han, X.; Wu, X.; Wang, J.; Li, H.; Cao, K.; Cao, H.; Zhong, K.; Yang, X. The Latest Progress and Development Trend in the Research
of Ballistocardiography (BCG) and Seismocardiogram (SCG) in the Field of Health Care. Appl. Sci. 2021, 11, 8896. [CrossRef]

49. Altman, D.G.; Bland, J.M. Measurement in Medicine: The Analysis of Method Comparison Studies. J. R. Stat. Soc. Ser. D 1983, 32,
307–317. [CrossRef]

50. Giavarina, D. Understanding Bland Altman Analysis. Biochem. Medica 2015, 25, 141–151. [CrossRef]
51. Abu-Arafeh, A.; Jordan, H.; Drummond, G. Reporting of Method Comparison Studies: A Review of Advice, an Assessment of

Current Practice, and Specific Suggestions for Future Reports. Br. J. Anaesth. 2016, 117, 569–575. [CrossRef]

http://doi.org/10.1109/BHI.2017.7897224
http://doi.org/10.1186/s12938-019-0687-5
http://doi.org/10.1109/SPCOM55316.2022.9840838
http://doi.org/10.1109/EMBC48229.2022.9870926
http://doi.org/10.3390/s20164522
https://www.xsens.com/hubfs/Downloads/Manuals/Xsens%20DOT%20User%20Manual.pdf
https://www.xsens.com/hubfs/Downloads/Manuals/Xsens%20DOT%20User%20Manual.pdf
http://doi.org/10.1080/1091367X.2011.615671
http://doi.org/10.3390/math9182243
http://doi.org/10.1109/JBHI.2018.2829608
http://doi.org/10.1109/TBME.2021.3090376
http://doi.org/10.3390/s20061670
http://doi.org/10.3390/s18010238
http://doi.org/10.1109/TITB.2005.856864
https://www.zephyranywhere.com/media/download/bioharness-log-data-descriptions-07-apr-2016.pdf
https://www.zephyranywhere.com/media/download/bioharness-log-data-descriptions-07-apr-2016.pdf
http://doi.org/10.1109/JSEN.2017.2663420
http://doi.org/10.1152/japplphysiol.00298.2017
http://doi.org/10.3390/app11198896
http://doi.org/10.2307/2987937
http://doi.org/10.11613/BM.2015.015
http://doi.org/10.1093/bja/aew320


Sensors 2023, 23, 1615 17 of 17

52. Gerke, O. Reporting Standards for a Bland-Altman Agreement Analysis: A Review of Methodological Reviews. Diagnostics 2020,
10, 334. [CrossRef]

53. Higuchi, T. Approach to an Irregular Time Series on the Basis of the Fractal Theory. Phys. D Nonlinear Phenom. 1988, 31,
277–283. [CrossRef]

54. Peng, C.K.; Hausdorff, J.; Goldberger, A. Fractal Mechanisms in Neural Control: Human Heartbeat and Gait Dynamics in Health
and Disease. In Self-Organized Biological Dynamics and Nonlinear Control; Cambridge University Press: Cambridge, UK, 1999.

55. Richman, J.S.; Moorman, J.R. Physiological Time-Series Analysis Using Approximate Entropy and Sample Entropy. Am. J. Physiol.
Heart Circ. Physiol. 2000, 278, H2039–H2049. [CrossRef] [PubMed]

56. Vollmer, M. HRVTool—An Open-Source Matlab Toolbox for Analyzing Heart Rate Variability. In Proceedings of the 2019
Computing in Cardiology (CinC), Singapore, 8–11 September 2019. [CrossRef]

57. Vollmer, M. A Robust, Simple and Reliable Measure of Heart Rate Variability Using Relative RR Intervals. Comput. Cardiol. 2015,
42, 609–612. [CrossRef]

58. Tadi, M.J.; Lehtonen, E.; Koivisto, T.; Pankaala, M.; Paasio, A.; Teras, M. Seismocardiography: Toward Heart Rate Variability
(HRV) Estimation. In Proceedings of the 2015 IEEE International Symposium on Medical Measurements and Applications,
MeMeA 2015, Torino, Italy, 7–9 May 2015; pp. 261–266.

59. Smits, F.M.; Porcaro, C.; Cottone, C.; Cancelli, A.; Rossini, P.M.; Tecchio, F. Electroencephalographic Fractal Dimension in Healthy
Ageing and Alzheimer’s Disease. PLoS ONE 2016, 11, e0149587. [CrossRef]

60. Aysin, B.; Aysin, E. Effect of Respiration in Heart Rate Variability (HRV) Analysis. In Proceedings of the 2006 International
Conference of the IEEE Engineering in Medicine and Biology Society, New York, NY, USA, 30 August–3 September 2006;
pp. 1776–1779. [CrossRef]

61. Gasior, J.S.; Sacha, J.; Jelen, P.J.; Zielinski, J.; Przybylski, J. Heart Rate and Respiratory Rate Influence on Heart Rate Variability
Repeatability: Effects of the Correction for the Prevailing Heart Rate. Front. Physiol. 2016, 7, 356. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.3390/diagnostics10050334
http://doi.org/10.1016/0167-2789(88)90081-4
http://doi.org/10.1152/ajpheart.2000.278.6.H2039
http://www.ncbi.nlm.nih.gov/pubmed/10843903
http://doi.org/10.23919/CinC49843.2019.9005745
http://doi.org/10.1109/CIC.2015.7410984
http://doi.org/10.1371/journal.pone.0149587
http://doi.org/10.1109/IEMBS.2006.260773
http://doi.org/10.3389/fphys.2016.00356

	Introduction 
	Materials and Methods 
	SCG and GCG Signals 
	ECG Signals 
	Data Analysis 

	Results 
	Discussion and Conclusions 
	References

