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A B S T R A C T   

The Inertial Navigation System (INS)/Doppler Velocity Log (DVL) navigation system is capable of locating the 
Autonomous Underwater Vehicle (AUV) in real-time. However, inherent errors of sensors, especially the inertial 
measurement unit (IMU) measurement noise changes during navigation, make the system noise variance matrix 
unknown and time-dependent, resulting in inaccurate Kalman filter estimates of velocity and reducing the ac-
curacy of the navigation system. To solve this problem, this paper proposes an adaptive system noise variance 
matrix Kalman Filter method for AUV INS/DVL navigation system. In this method, the statistical characteristics 
of the IMU measurement noise are estimated by distinguishing the AUV motion information obtained by the IMU 
measurement and the IMU measurement noise by the frequency domain analysis method. The Kalman filter 
velocity estimation accuracy is improved by adaptively adjusting the system noise variance matrix based on the 
IMU measurement noise. Six different sets of trajectory experiments were used to validate the effectiveness and 
applicability of the algorithm proposed in this paper. The experimental results show that the improved KF al-
gorithm improves the positioning accuracy by an average of 2.29‰ navigation distance compared with the 
traditional KF algorithm, which proves that the proposed method can improve navigation performance.   

1. Introduction 

Autonomous Underwater Vehicles (AUVs) are widely used in many 
fields of application: they are employed for ocean surveying, to carry out 
reconnaissance and patrol missions in the military field, to collect data 
on aquatic environments (Milne, 1983; Stutters et al., 2008). Regardless 
of the kind of mission, the vehicle is required to execute, its position 
must be obtained in real-time (Hwee-PinkTan et al., 2011; Paull et al., 
2014). The Global Navigation Satellite System (GNSS) is unable to 
complete underwater positioning and provide accurate positioning in-
formation for AUV due to the fast attenuation of the radio signal as it 
propagates through the water (Miller et al., 2010) (see Fig. 14). 

The commonly used AUVs navigation methods include geophysical 
field matching navigation, inertial navigation, acoustic navigation, etc. 
(Wang et al. 2020, 2021; Zhang et al., 2020). (1) Geophysical field 
matching navigation. This navigation method provides positioning in-
formation for the AUVs by matching the real-time measured physical 

feature information with the system’s pre-stored physical field map data 
(Zhao et al., 2021). Therefore, geophysical field matching is highly ac-
curate for navigation and positioning but requires establishing a 
geophysical field database of the operating sea area in advance, which is 
difficult and costly to establish a global sea area database. This method is 
suitable for the sea area where geophysical field databases can be easily 
established and cannot be used on a global scale (Thébault et al., 2015; 
Miller et al., 2019). (2) Inertial Navigation System (INS). INS measures 
the acceleration and angular velocity of the carrier in real-time by the 
Inertial Measurement Unit (IMU, including gyroscopes and accelerom-
eters) and obtains the carrier position after integration (Huang, 1986). 
This method has the advantages of being fully autonomous and not 
affected by the operating environment, but its positioning error in-
creases cumulatively with time, which greatly limits the applicability of 
the INS for long-endurance (Sabet et al., 2018; Narasimhappa et al., 
2020). (3) Acoustic navigation. This method is a navigation method 
based on the Doppler effect and has the advantage that the navigation 
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error does not increase cumulatively (Morgado et al., 2013). The 
Doppler Velocity Log (DVL) is a commonly used acoustic velocity 
measurement instrument, which can measure the velocity of the carrier 
in real-time, but the measurement stability and accuracy are easily 
affected by the marine environment (Lv et al., 2020). In summary, it is 
difficult for a single navigation method to complete AUV positioning 
independently. Integrated navigation can be used to achieve comple-
mentary advantages and complete AUV positioning. 

INS/DVL integrated navigation is one of the common navigation 
methods for AUV (Li et al., 2014; Karmozdi et al., 2020). In this navi-
gation method, the INS error propagation equation is used as the system 
state equation. The DVL velocity measurement is used as the velocity 
reference. The velocity difference between the INS and DVL is used as 
the observation value. The INS error state is estimated and compensated 
by the Kalman filter to improve the navigation accuracy (Tang et al., 
2013; Gao et al., 2015). However, the accuracy of INS/DVL integrated 
navigation is affected by the information fusion method, DVL velocity 
measurement accuracy, and INS sensor measurement accuracy.  

(1) The fusion method of INS/DVL. The information fusion method 
can directly affect the position accuracy. Therefore, some 
scholars improve the navigation accuracy by improving the 
filtering methods, such as extended Kalman filter, unscented 
Kalman filter, and particle filter (Huang et al., 2010; Karras et al., 
2010), etc. Luo et al. (2019) proposed a robust Kalman filter. This 
method models one-step forecast as Student T-Distribution and 
binary indicator variable as Beta Bernoulli distribution to sup-
press process uncertainty and measurement anomalies caused by 
severe maneuvers value to improve navigation accuracy. Davari 
and Gholami (2017) proposed an asynchronous adaptive direct 
Kalman filter algorithm. The algorithm adaptively adjusts the 
measurement noise variance matrix to improve navigation ac-
curacy, and to solve the problem of unknown and time-dependent 
measurement covariance arrays. Shabani et al. (2015) proposed 
an asynchronous direct Kalman filtering algorithm to reduce the 
calculation running time, which places the prediction process in 
the INS loop, and the correction process is placed asynchronously 
outside the loop. 

(2) The accuracy of DVL velocity measurement. The velocity accu-
racy of DVL measurements is reduced due to hydrographic 
environmental factors such as the underwater environment, 
subsea gullies, and carrier movement. The DVL velocity cannot be 
used as a velocity reference for the integrated navigation system, 
which leads to a decrease in integrated navigation accuracy 
(Huang et al., 2018). Zhao et al. (2016) proposed a velocity 
tracing method based on the constant velocity model and the 
assumption of slow motion of AUV for the random noise of DVL, 
and a fault diagnosis method based on the χ2 rule is introduced to 
judge the sudden change from innovations. To deal with the 
outliers and observation noises in the DVL’s measurements, Yao 
et al. (2019) used the Hybrid Interacting Multiple Model algo-
rithm to estimate the observation noise characteristics in 
real-time and adaptively selected the proper models to describe 
the changing environment. Liu et al. (2021) proposed a 
two-factor robust filter combined with a chi-square test. Nortek’s 
DVL bottom tracking data system estimated random velocity 
uncertainty and measured the standard deviation of instanta-
neous white Doppler noise (Hegrenæs et al., 2016). Then the 
standard deviation was inputted into the Kalman Filter of the 
inertial navigation system as measurement noise. To solve the 
problem of DVL velocity measurement error and data loss, Liu 
et al. (2017) established a general model of DVL measurement 
error caused by attitude dynamics. According to the error model, 
a DVL velocity correction method based on INS/DVL real-time 
attitude was proposed to improve the positioning accuracy of 
INS/DVL. Yao et al. (2020) established the velocity relationship 

between the transmitting beam and the receiving beam of DVL by 
studying the attitude and velocity data of the inertial navigation 
system, and the DVL velocity was corrected by the INS/DVL 
output attitude to improve the navigation accuracy. Lv et al. 
(2020) proposed an autonomous underwater vehicle navigation 
system based on an intelligent velocity model to improve navi-
gation robustness. Hegrenæs and Berglund (2009) estimated the 
current velocity in real time and used the water velocity 
measured by DVL to conduct integrated navigation to improve 
system robustness.  

(3) The measurement accuracy of inertial sensors. The INS error 
transfer model is used as the system state equation to complete 
the information fusion process in the INS/DVL navigation system. 
It is necessary to calibrate the INS positioning error by Kalman 
filter based on DVL velocity measurement since the measurement 
error of IMU leads to the existence of INS divergence positioning 
error. The INS error transfer model as the system state equation 
presupposes that the IMU measurement error is stable and 
known. That is, the statistical properties of the system state vol-
ume noise are stable(Mehra, 1972). However, during the 
long-term operation of AUV, the statistical characteristics of IMU 
measurement noise are time-varying and unknown, which 
directly affect the accuracy of parameter setting and positioning 
accuracy of the state equation model (Dong et al., 2017; Huang 
et al., 2018). To solve the above problems, Karmozdi et al. (2020) 
used the AUV motion model to improve the gyroscope output 
information. Then the rotation dynamics model and the improved 
gyroscope output information were used in the main Kalman 
filter to improve the navigation accuracy. In addition, to further 
improve the accuracy of the INS/DVL navigation system, Some 
scholars improved the robustness of the navigation system by 
introducing other sensors, such as distance sensors, pressure 
sensors, etc. (Lee et al., 2007; Wang et al., 2019). 

In summary, most adaptive filtering methods are based on the in-
formation provided by the innovation or residual sequences that are 
computed in the conventional Kalman filter algorithm, on the system 
process noise or observation noise is adjusted. Alternatively, the posi-
tioning accuracy can be improved by adaptively adjusting the observa-
tion noise variance matrix. There are few works in the literature that 
analyze the IMU measurement noise from a frequency domain 
perspective and adjust the system noise variance matrix, for the problem 
that the time-varying statistical properties of IMU measurement noise 
affecting integrated navigation accuracy. 

To solve the problem that IMU measurement accuracy affects the 
accuracy of INS/DVL integrated navigation, the system noise variance 
matrix adaptive Kalman Filter method for AUV INS/DVL navigation 
system is proposed in this paper. The system noise matrix is estimated 
and updated in real-time according to IMU measurement data. The 
paper is structured as follows: The second part introduces the state 
equation and measurement equation of INS/DVL integrated navigation 
and analyzes the influence of the time-varying statistical characteristics 
of IMU measurement noise on the positioning accuracy of the integrated 
navigation system; The third part analyzes the relationship between IMU 
measurement noise and INS system noise from the perspective of the 
frequency domain and revises the system noise variance matrix by using 
the results of IMU short-time Fourier transform to solve the problem that 
the Kalman filter system noise variance matrix caused by IMU noise 
time-varying is not suitable for positioning error. The fourth part verifies 
the correctness and effectiveness of the proposed algorithm through 
multiple sets of real ship tests. The last part summarizes the whole paper. 

2. The influence analysis of IMU time-varying noise on INS/DVL 
integrated navigation 

The INS/DVL integrated navigation obtains the INS velocity error 
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based on the DVL velocity measurement, and then the INS navigation 
error is estimated and corrected by the Kalman filter to realize inte-
grated navigation. The basic flow chart of INS/DVL integrated naviga-
tion is shown in Fig. 1. The flow chart is divided into three parts: INS 
navigation calculation, DVL velocity calculation, and INS/DVL infor-
mation fusion. 

where the superscript n represents the navigation coordinate system 
(east-north-up coordinate); the superscript b represents the carrier co-
ordinate system (right-front-up coordinate); f b、 ωb

ib、 vb represent the 
specific force, angular velocity, and velocity information in carrier co-
ordinate system respectively; Cn

b represents the transformation matrix 

between b frame and n frame; p̃n、 ṽn、 ϕ
∼

represent the position, ve-
locity and attitude information calculated by INS respectively. The el-
ements of the Kalman filter equation have the following meanings: 
X̂k/k− 1 represents the state one-step prediction matrix; Φk,k− 1 represents 
the system state transition matrix; X̂k− 1 represents the state estimation 
matrix; Pk/k− 1 represents the one-step prediction mean square error 
matrix; Pk− 1 represents the estimated mean square error matrix; Γk− 1 
represents the system noise driving matrix; Qk represents the system 
noise variance matrix; Kk represents the filter gain matrix; Hk represents 
the measurement matrix; Rk represents the measurement noise variance 
matrix; Zk represents the measurement matrix; I represents the unit 
matrix. For more details on the INS navigation solution, please refer to 
the literature (Lee et al., 2007). 

In addition, before INS/DVL Kalman filter information fusion, the 
system state equation and measurement equation need to be established, 
it is as follows: 
{

Xk = Φk,k− 1Xk− 1 + Γk− 1Wk− 1
Zk = HkXk + Vk

(1)  

where subscript k represents the sample time; X =
[

δpT δvT δϕT Δb
T εb

T
]T represents the system state quantity; δp、 

δv、 δϕ represent the position error, velocity error, and misalignment 
angle calculated by inertial navigation respectively; Δb、 εb represents 
accelerometer error and gyroscope error respectively; W represents the 
system noise matrix; V represents the measurement noise; 
Z = ṽn

− Cn
bvb represents the system observation; H =

[
O3×3 I3×3 [Cn

bvb]× O3×3 O3×3
]

represents the system measure-
ment matrix; vb represents DVL measurement velocity; The system state 
transition matrix is 

Φk,k− 1 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

App Apv O3×3 O3×3 O3×3

Avp Avv Avϕ Cn
b O3×3

Aϕp Aϕv Aϕϕ O3×3 Cn
b

O3×3 O3×3 O3×3 O3×3 O3×3

O3×3 O3×3 O3×3 O3×3 O3×3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

where ，  

App =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0
− vy

R2

vx sin φ
R cos φ2 0

− vx sec φ
R2

0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

，  

Avp =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

2ωie cos φvy +
vxvy

R
sec2 φ 0 −

vxvy tan φ
R2

− 2ωievx cos φ −
v2

x
R

sec2 φ 0
vx

2tanφ
R2

− 2ωievx sin φ 0 −
vx

2 + vy
2

R2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,  

Apv =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0
1
R

0

1
R cos φ

0 0

0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

，  

Avv =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

vy tanφ
R

2ωie sinφ+
vx

R
tanφ −

(
2ωie cosφ+

vx

R

)

− 2
(

ωie sinφ+
vx tanφ

R

)
−

vz

R
−

vy

R

2
(

ωie cosφ+
vx

R

) 2vy

R
0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

， 

Avϕ =

⎡

⎢
⎢
⎢
⎣

0 − fn
z fn

y

fn
z 0 − fn

x

− fn
y fn

x 0

⎤

⎥
⎥
⎥
⎦

， Aϕp =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
vy

R2

− ωie sin φ 0 −
vx

R2

ωie cos φ+
vx

R
sec2 φ 0 −

vx tan φ
R2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, 

Aϕv =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 −
1
R

0

1
R

0 0

tan φ
R

0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

，  

Aϕϕ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 ωie sin φ+
vx

R
tan φ −

(
ωie cos φ+

vx

R

)

−
(

ωie sin φ+
vx

R
tan φ

)
0 −

vy

R

ωie cos φ+
vx

R
vy

R
0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

. R 

represents the radius of the Earth; φ represents the latitude; ωie repre-
sents the earth-rate. 

According to the basic principle shown in Fig. 1, the following con-
clusions can be obtained:  

(1) The state equation is only related to IMU measurement noise. INS 
navigation error iscaused by IMU measurement error. The state 
equation describes the transfer relationship between INS navi-
gation errors. It can be seen that the INS navigation error transfer 
relationship described by the state equation is generated under 

Fig. 1. Basic flow chart of INS/DVL integrated navigation.  
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the excitation of the initial navigation error and IMU error. Ac-
cording to Eq. (1), Wk describes the noise matrix of each navi-
gation error term of the INS. According to the above analysis, the 
noise matrix can only be related to the statistical characteristics 
of IMU measurement noise. The specific expressions of Wk and 
Γk− 1 are derived as follows 

Wk = [O3×3 ua ug O3×3 O3×3 ] (2)  

Γk− 1 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

O3×3 O3×3 O3×3 O3×3 O3×3

O3×3 Cn
b O3×3 O3×3 O3×3

O3×3 O3×3 − Cn
b O3×3 O3×3

O3×3 O3×3 O3×3 O3×3 O3×3

O3×3 O3×3 O3×3 O3×3 O3×3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(3)  

where ua represents the accelerometer measurement noise and uw rep-
resents the gyroscope measurement noise.  

(2) The system noise variance matrix needs to be updated in real- 
time based on known statistical characteristics of IMU measure-
ment noise in the Kalman filtering. According to the basic 

principle of the Kalman filter, if we want to use the Kalman filter 
to complete information fusion, Wk must satisfy the following 
mathematical relationship: 

{E[Wk] = 0

E
[
WkWT

j

]
= Qkδkj

(4)  

where Qk represents the system noise variance matrix at k time. 
Combining Eq. (2) and Eq. (3), the form of Qk is obtained as: 

Qk = diag
(

O3×3 σ2
a σ2

g O3×3 O3×3
)

(5)  

where σ2
a represents the measurement noise variance of the accelerom-

eter and σ2
g represents the measurement noise variance of the gyroscope. 

According to the Kalman filter solution equation in Fig. 1, when the 
system noise variance matrix Qk is not accurate, it will lead to the 
inaccurate calculation of the Kalman filter one-step prediction mean 
square error matrix Pk/k− 1. Thus, the filtering gain matrix Kk is inaccu-
rate, and finally, the state estimation X̂k is inaccurate. Therefore, to 
accurately set the system noise variance matrix value and estimate the 
system state, it is necessary to estimate the IMU measurement noise 
variance in real-time. 

Fig. 2. IMU test results of constant speed straight line real ship test.  
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(3) IMU measurement noise is time-varying. Due to the limitation of 
AUV economic cost and installation size etc., IMU with perfor-
mance between navigation level and tactical level is often 
selected in AUV. This type of IMU, with high short-time naviga-
tion accuracy, has large random wanderings and unstable mea-
surement results over long periods, leading to changes in the 
statistical characteristics of the measurement error noise and 
affecting navigation accuracy (Zhao, 2014). Fig. 2 shows the re-
sults of 3-min IMU data acquisition intercepted from a ship 
navigation test. From the velocity curve in Fig. 2(a) and attitude 
curve in Fig. 2(b), it can be seen that the velocity of the carrier is 
stable at about 3.2 m/s in the period of 4~7min, and the attitude 
angle of the carrier is approximately constant. It can be approx-
imately considered that the carrier performs uniform linear mo-
tion in this period. The mean value of IMU measurement is 
approximately the true value during this period. IMU measure-
ment subtracts the mean value to obtain IMU measurement error. 
The statistical characteristics of the measurement error are 
analyzed to obtain the variation curve of IMU measurement noise 
variance, as shown in Fig. 2(c). It can be seen from Fig. 2(c) that 
the variation value of the information variance measured by the 
accelerometer varies between − 4× 10− 5 ∼ 4.3× 10− 5(m/s2)

2, 
the variation value of the information variance measured by the 
gyroscope varies between − 0.003 ∼ 0.004(∘/s)2. This indicates 
that the statistical characteristics of IMU measurement noise are 
unstable. 

The system noise variance matrix Qk in INS/DVL navigation system 
is determined by the noise variance measured by IMU at the current 
moment. Therefore, if the statistical characteristics of the IMU mea-
surement noise can be counted in real-time, Qk can be set accurately. 
However, the IMU measurement error cannot be obtained in the navi-
gation process, due to the real acceleration and angular velocity infor-
mation of the carrier cannot be obtained in the process of AUV 
navigation. Therefore, it is a challenge to obtain the statistical charac-
teristics of the IMU measurement noise during navigation and to accu-
rately update the Kalman filter system noise variance matrix Qk, which 
will be discussed in the next section of the paper. 

3. Adaptive system noise variance matrix kalman filtering 
navigation method 

3.1. IMU measurement output model 

The IMU measurement noise statistical characteristics parameters 
need to be estimated in real-time, in order to set the system noise vari-
ance matrix Qk parameters of the Kalman filter system. However, the 
accurate statistical parameters of IMU measurement noise at the current 
measurement time cannot be obtained. In this paper, the IMU mea-
surement information during the short time period of the k-moment 
preorder is used to estimate its measurement noise statistics parameters 
for the k-moment system noise variance matrix estimation. 

In a short time (less than 10 min), IMU measurement information can 
be approximately considered to contain a real value, constant error, and 
measurement noise (Wang et al., 2019; Liu et al., 2021). The specific 
form is as follows: 
{

ωg = ω0 + εb + ug
f a = f 0 + Δb + ua

(6)  

where ωg =
[

ωgx ωgy ωgz
]T represents gyroscope measurements, ω0 

represents the true angular velocity of the AUV; f a =
[
fax fay faz

]T 

represents accelerometer measurements, f0 represents the true acceler-
ation of the AUV. 

3.2. Short-time fourier transform and characteristic analysis of IMU data 

According to Eq. (6), IMU measurement information includes real 
and effective information of the carrier, constant error, and white noise. 
It is difficult to estimate the statistical properties of white noise directly 
from the IMU measurement data due to the maneuvering of the AUV 
motion. Spectrum analysis can transform the signal from the time 
domain to frequency domain, and obtain the signal strength amplitude 
distribution of the dynamic signal in each frequency band. It can be seen 
that the statistical characteristic parameters of IMU measurement noise 
can be estimated from the IMU frequency domain analysis results, if the 
frequency domain characteristics of each physical parameter in Eq. (6) 
are different. 

3.2.1. Short Time Fourier Transform of IMU measurement data 
The short-time Fourier transform (STFT) is used to analyze the 

spectrum of IMU measurement data. The short-time Fourier transform of 
IMU measurement data is defined as follows: 

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Xgi(t, f ) =
∫+∞

− ∞

ωgi(τ)h(τ − t)e− j2πf τdτ

Xai(t, f ) =
∫+∞

− ∞

fai(τ)h(τ − t)e− j2πf τdτ

(7)  

where i = x, y, z represent the uniaxial measurement output, h(t) rep-
resents the window function, t represents the center point of the window 
function, f represents the frequency, and τ represents the time. 

Therefore, the output spectrum of IMU measurement data is defined 
as follows: 
{

Sgi(t, f ) =
⃒
⃒Xgi(t, f )

⃒
⃒2

Sai(t, f ) = |Xai(t, f )|2
(8)  

where Sgi(t,f), Sai(t, f) represent the power spectral density of gyroscope 
measurement data and accelerometer measurement data respectively. 

The IMU measurement data collected by a ship for a period of time 
are selected for STFT, and Eq. (7) is explained as follows:  

(1) The IMU measurement data is multiplied by the window function 
h(t), and the IMU measurement data is framed to obtain the short- 
term stable IMU measurement data, to facilitate the subsequent 
Fourier transform.  

(2) Fourier transform is performed on the result of the intercepted 
signal in step 1  

(3) Moving the window function on the time axis, repeating steps 1 
and 2. Time resolution and frequency resolution of STFT depend 
on window function length and moving step length. In order to 
balance the accuracy of frequency analysis and time-resolved 
filtering, the window function length and the moving step 
length need to be set according to the actual situation.  

(4) The Fourier transform curve obtained by the window function at 
different time starting points are superimposed to obtain the local 
time-frequency diagram of IMU measurement data. 

3.2.2. Analysis of IMU frequency domain characteristics 
It can be seen from Fig. 3 that the power spectral density obtained by 

the STFT of the original IMU measurement data has a large component 
around 0Hz, 25Hz, 37Hz, 73Hz, 81Hz, and 87Hz, with the largest 
amplitude of the power spectrum density around 0Hz. Based on Eq. (6), 
Eq. (8), and the results of the curve in Fig. 3, the analysis of the fre-
quency domain characteristics of the data corresponding to each 
parameter of the IMU in Eq. (6) is concluded as follows:  

(1) Frequency domain characteristics of carrier real motion ω0 and 
f 0: The AUV motion is slow compared to the on-board and 
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airborne motion. Therefore, it is approximated that the true 
motion components contained in the data after extraction of the 
IMU using a finite time window change slowly. The angular ve-
locity and acceleration Fourier decomposition is a cumulative 
sum of multiple cosine components. The STFT transform results 
for ω0 and f 0 are evenly distributed in the frequency bands of 
0Hz, 25Hz and 37Hz, and the signal intensity is high. As shown in 
the yellow line spectrum of the time-frequency diagram in Fig. 3.  

(2) Frequency domain characteristics of constant error εb and Δb: The 
STFT transform results for εb and Δb are distributed around 0Hz. 
The 0Hz corresponding spectral line is shown in the time- 
frequency diagram in Fig. 3.  

(3) Frequency domain characteristics of white noise ua and ug: The 
STFT transform results for ua and uω should be distributed in the 
whole frequency band, and the signal strength is low. It can be 
seen from Fig. 3 that the green part of the time-frequency diagram 
is background noise. 

In summary, the frequency domain characteristics of real motion 
(ω0, f0), constant error (εb, Δb), white noise (ua, ug) are regular high 
strength, zero-band high strength, and full-band low strength. There-
fore, if the white noise magnitude in the power spectrum can be deter-
mined, the system noise variance matrix Qk parameter can be 
determined. If the full-band low-intensity white noise component can be 
separated from the STFT result of the IMU measurement data, the sta-
tistical characteristics of the noise measured by the IMU can be obtained, 
which is the focus of discussion in the next section. 

3.3. System noise variance matrix Qk parameter estimation 

3.3.1. Distribution probability statistics of IMU STFT signal strength 
After the STFT transform of the IMU measurement data, the signal 

power {Sgj} (j = 1, 2,⋯,N) of the IMU measurement data in different 
frequency bands is obtained. On this basis, the distribution probability 
of signal power Sgj is calculated. The distribution probability is defined 
as follows in this paper. The probability that ∀Sgj ∈ [min(Sg), Sg0] in all 

signal powers {Sgj} is P(Sg < Sg0), calculated as follows: 

P
(
Sg < Sg0

)
=

NSg<Sg0

N
(9)  

where N represents the total number of discrete points of signal power 
obtained by short-time Fourier transform, NSg<Sg0 

represents the number 

of signal power less than Sg0. 
Combining the conclusions of Section 3.2 and Fig. 3, it can be seen 

that the frequency domain characteristics of the AUV true motion in-
formation are high in intensity but low in the number of discrete points 
of signal intensity. Conversely, the IMU white noise frequency domain 
characteristics are low in intensity but high in the number of signal in-
tensity discrete points. The value range of Sg0 is − 140dB ~ 0dB. 
Therefore, the closer the value of Sg0 is to − 140dB, the smaller the value 
of P(Sg < Sg0). Conversely, the closer the value of Sg0 is to 0 dB, the larger 
the value of P(Sg < Sg0). According to Eq. (10), the signal strength dis-
tribution probability P(Sa < Sa0) of the accelerometer is obtained. 

Based on the results of IMU STFT signal intensity distribution prob-
ability P(Sg < Sg0) and P(Sa < Sa0), the “segmented data point” between 
the frequency domain intensity of the AUV motion information and the 
frequency domain intensity of the white noise in the IMU measurement 
data are determined. The calculation formula is as follows: 
{

P
(
Sg < Sg0

)
≥ pg

P(Sa < Sa0) ≥ pa
(10)  

where pg, pa represent probability threshold of gyroscope measurement 
data and accelerometer measurement data, respectively. P(Si < Si0) ≥ pi 
represents that when the signal power distribution function is greater 
than or equal to pi, the signal power amplitude is less than Si0. According 
to this, the signal power threshold Sg0 and Sa0 for distinguishing white 
noise and AUV motion information are obtained. 

Fig. 3. The short-time Fourier change process diagram of IMU measurement data.  
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3.3.2. Frequency component separation of carrier motion based on IMU 
STFT 

The signal power {Sgj}, {Saj} (j = 1, 2,⋯,N) of the IMU measurement 
signal in different frequency bands obtained by Eq. (8) is compared with 
the signal power thresholds Sg0 and Sa0 obtained by Eq. (10). The signal 
intensity above the threshold is removed to obtain the new spectrum 
Snew

ω and Snew
a . The calculation formula is as follows: 

{
Snew

gk = Sgj, Sgj > Sg0

Snew
ak = Saj, Saj > Sa0

(11)  

where Snew
gk represents the element in Snew

g ; Snew
ak represents the element in 

Snew
a . 

3.3.3. Parameter estimation of IMU white noise statistical characteristics 
The IMU output spectrum is eliminated according to the threshold 

value to obtain the new spectrum Snew
g and Snew

a . Snew
g and Snew

a can be 
approximated as a white noise spectrum. According to the relationship 
between power spectrum and white noise variance, the white noise 
variance is calculated as follows: 
⎧
⎪⎪⎨

⎪⎪⎩

σg =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅

10
|S

new
g |
10

√

σa =

̅̅̅̅̅̅̅̅̅̅̅̅̅

10
|S

new
a |
10

√ (12)  

where 
⃒
⃒
⃒Snew

g

⃒
⃒
⃒, 

⃒
⃒Snew

a
⃒
⃒ represent the mean value of the power spectrum 

amplitude of Snew
g and Snew

a , respectively; σg represents gyroscope white 
noise variance, and σa represents accelerometer white noise variance. 
The system noise variance is adjusted according to the relationship be-
tween the system noise variance and IMU white noise variance in Eq. 
(2). 

In addition, frequent adjustment of Qk can destroy the stability of the 
convergence process of the filtered state volume estimation, although 
the Kalman filter system noise variance matrix Qk describes the noise 
characteristics of the system at the current moment k of the filter. 
Therefore, the judgment condition for the adjustment of Qk in the 
filtering process is as follows: 
{

σgk+1 − σgk ≥ δσg0

σak+1 − σak ≥ δσa0

(13)  

where σgk represents gyroscope white noise variance at time k; σak rep-
resents accelerometer white noise variance at time k; δσg0 and δσa0 

represent the adjustment threshold of Qk. 
The Kalman filter system noise variance matrix Qk is adjusted when 

the results of the IMU spectral characteristics analysis satisfy Eq. (13). 

The basic flow chart of the system noise variance matrix Qk adaptive 
Kalman Filter method for AUV INS/DVL navigation system is shown in 
Fig. 4. 

4. Experimental results and analysis 

A ship test was used for validation, in order to verify the correctness 
and effectiveness of the system noise variance matrix Qk adaptive Kal-
man Filter method for AUV INS/DVL navigation system proposed in this 
paper. 

4.1. Overview of the experiment 

4.1.1. Test sensor configuration 
The test equipment includes INS, DVL, and GPS. Among them, INS 

and DVL are used to complete the integrated navigation algorithm in 
this paper, and GPS is used as the position reference information to 
evaluate the integrated navigation accuracy. The installation relation-
ship of each piece of equipment on the ship is shown in Fig. 5. The sensor 
performance indicators are shown in Table 1. The INS is fixedly installed 
on the transfer rigid plate, and then the rigid plate is fixed on the ship 
deck by welding points. The DVL is rigidly suspended on the side of the 

Fig. 4. Flow chart of the system noise variance matrix Qk adaptive Kalman Filter method for INS/DVL navigation.  

Fig. 5. Test sensor installation structure.  

Table 1 
Sensor performance indicators.  

sensor Indicator Parameter Data update 
frequency 

INS Gyroscope Constant drift 0.01◦/h 200Hz 
Random noise 0.005 ∘/

̅̅̅
h

√

Accelerometer Constant drift 50 μg 
GPS Measurement 

accuracy 
1.8m 
(RMS) 

1Hz 

DVL Measurement 
accuracy 

0.5% 1Hz  
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boat by the tripod. The GPS receiving antenna is mounted on the top of 
the Doppler log tripod. 

4.1.2. Ship test 

The space of each sensor is not uniform, affected by the installation. 
Test the mounting lever arm between each sensor and the installation 
deviation angle between INS and DVL. The lever arm measurement re-

sults of the test equipment are shown in Fig. 6. Taking the inertial sensor 
as the center point, the lever arm of GPS is [0.84m 1.11m 6.75m ]. 
The lever arm of DVL is [0.84m 1.11m 1.5m ]. The installation devi-
ation angle of pitch angle between INS and DVL is − 0.2129◦, and the 
installation deviation angle of heading angle is − 2.7312◦. During the 
experiment, the test ship sails freely for 25 min to complete the initial 
alignment and then starts the integrated navigation. 

4.1.3. Accuracy evaluation method 
Firstly, the difference between GPS position measurement reference 

and INS/DVL integrated navigation position is used to evaluate the ac-
curacy of integrated navigation. Secondly, the unimproved Kalman filter 
is used to compare with the improved Kalman filter proposed in this 
paper as INS/DVL integrated navigation method to verify the effec-
tiveness of this method. Finally, in order to verify the applicability of the 
proposed method, multiple voyages are used for verification. 

4.1.4. Parameter setting of improved filtering method 
The initial setting of the Kalman filter is:   

In Eq. (7), the length of STFT is 1024 sampling points, the window 

Fig. 6. Test equipment lever arm measurement results.  

Fig. 7. Experimental navigation trajectory, velocity, and attitude.  

P0 = diag
( [

1.57×10− 6( rad
)

1.57×10− 6
(
rad

)
1.57×10− 6

(
m
)

0.1(m/s) 0.1(m/s) 0.1(m/s) 4.85×10− 4( rad
)

4.85×10− 4
(
rad

)
4.85×10− 4

(
rad

)

9.8×10− 4( m
/

s2) 9.8×10− 4( m
/

s2) 9.8×10− 4( m
/

s2) 1.45×10− 7( rad
/

s
)

1.45×10− 7
(
rad

/
s
)

1.45×10− 7
(
rad

/
s
)])2

Q0 = diag
( [

0 0 0 0.01
(
m
/

s2) 0.2(m/s2) 0.01(m/s2) 4.85×10− 8( rad
/

s
)

4.85×10− 8
(
rad

/
s
)

4.85×10− 8
(
rad

/
s
)

0 0 0 0 0 0
])2

R0 = diag([0.01(m/s) 0.01(m/s) 0.01(m/s) ])2   
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function is Hamming window, the length of the window function is 1024 
sampling points, and the moving step is 512 sampling points. The 
probability thresholds in Eq. (10) are 0.9 and 0.85 respectively. The 
judgment threshold in Eq. (13) are 3.25 × 10− 7∘/s and 3.85× 10− 4m/s2 

respectively. 

4.2. Parameter characteristic analysis of single flight 

In this section, data from one voyage is chosen to analyze each 
parameter in detail. The test trajectory, velocity, and attitude are shown 
in Fig. 7. The voyage time is about 60 min and the average speed is about 
3 m/s. The test ship turns in 10–15 min and 32–36 min and has velocity 

Fig. 8. Short Time Fourier Transform of IMU Measurement data.  

Fig. 9. Signal strength probability distribution curve.  
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adjustment in 36–39 min. 
Fig. 8 is the Short-Time Fourier Transform results of IMU axis mea-

surement information. Fig. 9 is the probability distribution curve of the 
IMU axis output data signal strength. Fig. 10 is the system noise variance 
matrix Qk adjustment diagram in the process of integrated navigation. 

It can be seen from Fig. 8 that the AUV motion information measured 
in each axis is mainly focused on fixed frequencies. The signal strength 
of each axis is stronger at 0Hz, especially the measured value of the 
accelerometer because the accelerometer can measure the earth’s 
gravity acceleration. In the figure, the yellow-green color below − 60 dB 
of low signal intensity is distributed in the whole time-frequency dia-
gram, indicating the white noise measured by IMU. 

It can be seen from Fig. 9 that the lower the signal strength, the signal 
strength probability distribution function value is close to 0, and the 
greater the signal strength, the closer the signal strength probability 
distribution function is to 1. When the signal strength is greater than- 
20dB, the growth rate of the probability distribution function is rela-
tively reduced, which shows that the signal strength of the IMU Fourier 
transform is greater than-20dB at a certain time. This means that the 

frequency domain characteristics of IMU white noise and useful infor-
mation are different. The probability of low white noise signal strength 
is high, and the probability of high useful information signal strength is 
low. Therefore, the “data segmentation point” can be obtained by 
comparing it with the probability threshold. 

It can be seen in Fig. 10 that the Q-matrix parameter corresponding 
to the x-axis gyroscope has 7 corrections, the Q-matrix parameter cor-
responding to the y-axis gyroscope has 7 corrections, and the Q-matrix 
parameter corresponding to the z-axis gyroscope has 5 corrections. The 
Q-matrix parameter corresponding to the x-axis accelerometer has 5 
corrections, The Q-matrix parameter corresponding to the y-axis accel-
erometer has 6, and the Q-matrix parameter corresponding to the z-axis 
accelerometer has 5 corrections. 

The average value of east velocity error of unimproved Kalman filter 
and improved Kalman filter is -0.0119m/s and -0.0085m/s. The average 
value of north velocity error of unimproved Kalman filter and improved 
Kalman filter is -0.2066m/s and -0.2046m/s. The mean value of 
improved Kalman filter velocity error is less than that of improved 
Kalman filter velocity error, which indicates that the accuracy of 

Fig. 10. System noise variance matrix Qk adjustment curve.  

Fig. 11. Integrated navigation positioning results.  

Q. Wang et al.                                                                                                                                                                                                                                   



Ocean Engineering 267 (2023) 113269

11

improved Kalman filter velocity is improved.The integrated navigation 
results are shown in Fig. 11. It can be seen from the figure that the final 
positioning error obtained by the improved Kalman filter is 36.15m, and 
the final positioning accuracy is 2.67‰ navigation distance. The final 
positioning error obtained by the unimproved Kalman filter algorithm is 
51.36m, and the final positioning accuracy is 3.80‰ navigation dis-
tance. The positioning error is reduced by 15.21m and the positioning 
accuracy is improved by 1.13‰ navigation distance. 

4.3. The applicability verification of the multi-flight method 

To verify the applicability of the proposed method, five experiments 
are carried out under the same experimental conditions. The results of 
integrated navigation and positioning are shown in Figs. 12–16. Table 2 
shows the comparison of the navigation results of the five groups of 

experiments. The navigation accuracy is defined as the percentage of the 
positioning error to the navigation distance. Therefore, the average 
navigation accuracy of the improved Kalman filter method is 2.29‰ 
navigation distance, and the average accuracy is increased by 1.4‰ 
navigation distance. The maximum accuracy improvement percentage is 
2.45‰ navigation distance, and the minimum is 0.37‰ navigation 
distance. Through five groups of experiments on different tracks, it can 
be seen that compared with the unmodified Kalman filter algorithm, the 
positioning accuracy of the proposed algorithm is improved, and the 
effectiveness of the proposed algorithm is proved. 

5. Conclusion 

This paper proposes an improved INS/DVL integrated navigation 
method based on the system noise variance matrix adaptive Kalman 

Fig. 12. Test 1 Navigation and positioning results.  

Fig. 13. Test 2 Navigation and positioning results.  

Fig. 14. Test 3 Navigation and positioning results.  
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Filter, which is used to solve the problem of INS/DVL positioning ac-
curacy reduction caused by the change of inertial sensor measurement 
noise with time. In this method, the spectral information from the IMU 
measurement data is used for navigation. Firstly, the INS system noise is 
only related to the IMU measurement noise from the frequency domain 
perspective, and the IMU measurement noise changes with time. Sec-
ondly, the frequency domain information of the IMU measurement data 
in the short time period before the k moment is used to estimate the IMU 
measurement noise statistical parameters, due to the different frequency 
domain characteristics corresponding to each physical parameter of the 
IMU measurement information respectively. The system noise variance 
matrix at moment k is estimated from the IMU measurement noise sta-
tistical parameters. Finally, the proposed algorithm is validated by 
several sets of on-lake experiments with different trajectories. The 
experimental results show that the proposed algorithm can estimate the 
IMU measurement noise and correct the system noise variance matrix to 
improve the positioning accuracy of integrated navigation, though the 

positioning error is not significantly improved in the straight track. The 
average navigation accuracy of the improved Kalman filter method is 
2.29‰ navigation distance, which indicates that the proposed algorithm 
has better accuracy when the system noise changes. 
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